Understanding Credit Derivatives and Related Instruments
This Page Intentionally Left Blank
To Kimberly, Sarah, and Emma.
Contents

I Credit Derivatives: Definition, Market, Uses

1 Credit Derivatives: A Brief Overview
   1.1 What are Credit Derivatives? 3
   1.2 Potential “Gains from Trade” 5
   1.3 Types of Credit Derivatives 6
      1.3.1 Single-Name Instruments 6
      1.3.2 Multi-Name Instruments 7
      1.3.3 Credit-Linked Notes 8
      1.3.4 Sovereign vs. Other Reference Entities 8
   1.4 Valuation Principles 9
      1.4.1 Fundamental Factors 10
      1.4.2 Other Potential Risk Factors 11
      1.4.3 Static Replication vs. Modeling 12
      1.4.4 A Note on Supply, Demand, and Market Frictions 14
   1.5 Counterparty Credit Risk (Again) 15

2 The Credit Derivatives Market 17
   2.1 Evolution and Size of the Market 18
   2.2 Market Activity and Size by Instrument Type 19
      2.2.1 Single- vs. Multi-name Instruments 20
      2.2.2 Sovereign vs. Other Reference Entities 21
2.2.3 Credit Quality of Reference Entities .............. 21
2.2.4 Maturities of Most Commonly
Negotiated Contracts ......................... 23
2.3 Main Market Participants ....................... 23
2.3.1 Buyers and Sellers of Credit Protection ....... 24
2.4 Common Market Practices ....................... 25
2.4.1 A First Look at Documentation Issues .......... 26
2.4.2 Collateralization and Netting .................. 27

3 Main Uses of Credit Derivatives .................... 29
3.1 Credit Risk Management by Banks ................. 29
3.2 Managing Bank Regulatory Capital ................. 31
3.2.1 A Brief Digression: The 1988 Basle Accord ...... 31
3.2.2 Credit Derivatives and Regulatory
Capital Management ............................ 33
3.3 Yield Enhancement, Portfolio Diversification ...... 35
3.3.1 Leveraging Credit Exposure,
Unfunded Instruments ......................... 35
3.3.2 Synthesizing Long Positions
in Corporate Debt ............................. 36
3.4 Shorting Corporate Bonds ....................... 37
3.5 Other Uses of Credit Derivatives ................. 38
3.5.1 Hedging Vendor-financed Deals ............... 38
3.5.2 Hedging by Convertible Bond Investors ....... 38
3.5.3 Selling Protection as an Alternative
to Loan Origination ......................... 39
3.6 Credit Derivatives as Market Indicators .......... 39

II Main Types of Credit Derivatives ................. 41

4 Floating-Rate Notes ................................ 43
4.1 Not a Credit Derivative......................... 43
4.2 How Does It Work? ............................. 43
4.3 Common Uses .................................. 45
4.4 Valuation Considerations ...................... 45

5 Asset Swaps ....................................... 53
5.1 A Borderline Credit Derivative .................. 53
5.2 How Does It Work? ............................. 54
5.3 Common Uses .................................. 56
5.4 Valuation Considerations ...................... 58
5.4.1 Valuing the Two Pieces of an Asset Swap .... 59
5.4.2 Comparison to Par Floaters ................. 62
19.2 The Loss Distribution Function .......................... 224
  19.2.1 Conditional Loss Distribution Function .......... 225
  19.2.2 Unconditional Loss Distribution Function ...... 226
  19.2.3 Large-Portfolio Approximation ...................... 228
19.3 Default Correlation and Loss Distribution .............. 230
19.4 Monte Carlo Simulation: Brief Overview ............... 231
  19.4.1 How Accurate is the Simulation-Based Method? .... 233
  19.4.2 Evaluating the Large-Portfolio Method .......... 235
19.5 Conditional vs. Unconditional Loss Distributions ...... 237
19.6 Extensions and Alternative Approaches .................. 238

20 Valuing Basket Default Swaps ............................ 239
  20.1 Basic Features of Basket Swaps .......................... 239
  20.2 Reexamining the Two-Asset FTD Basket .............. 240
20.3 FTD Basket with Several Reference Entities .......... 241
  20.3.1 A Simple Numerical Example ..................... 241
  20.3.2 A More Realistic Valuation Exercise .............. 243
20.4 The Second-to-Default Basket ............................. 246
20.5 Basket Valuation and Asset Correlation .............. 247
20.6 Extensions and Alternative Approaches .................. 248

21 Valuing Portfolio Swaps and CDOs .......................... 249
  21.1 A Simple Numerical Example ............................. 249
  21.2 Model-based Valuation Exercise ...................... 252
  21.3 The Effects of Asset Correlation ...................... 255
  21.4 The Large-Portfolio Approximation ..................... 257
21.5 Valuing CDOs: Some Basic Insights ...................... 258
  21.5.1 Special Considerations for CDO Valuation ......... 258
  21.6 Concluding Remarks .................................. 259

22 A Quick Tour of Commercial Models ......................... 261
  22.1 CreditMetrics .................................. 262
  22.2 The KMV Framework .................................. 262
  22.3 CreditRisk+ ...................................... 263
  22.4 Moody’s Binomial Expansion Technique ............. 264
  22.5 Concluding Remarks .................................. 265

23 Modeling Counterparty Credit Risk ......................... 267
  23.1 The Single-Name CDS as a “Two-Asset Portfolio” ...... 268
  23.2 The Basic Model .................................. 268
  23.3 A CDS with No Counterparty Credit Risk ............. 270
  23.4 A CDS with Counterparty Credit Risk .................. 272
23.4.1 Analytical Derivation of Joint
Probabilities of Default ..................................... 273
23.4.2 Simulation-based Approach ................................. 277
23.4.3 An Example ................................................. 278
23.5 Other Models and Approaches ................................... 280
23.6 Counterparty Credit Risk in Multi-name Structures ........ 281
23.7 Concluding Thoughts ............................................ 281

V A Brief Overview of Documentation and
Regulatory Issues ............................................. 283

24 Anatomy of a CDS Transaction .................................. 285
24.1 Standardization of CDS Documentation ...................... 286
  24.1.1 Essential Terms of a CDS Transaction .................... 288
    24.1.1.1 The Reference Entity .............................. 288
    24.1.1.2 Reference and Deliverable Obligations ............ 289
    24.1.1.3 Settlement Method .................................. 289
    24.1.1.4 Credit Events .................................... 289
  24.1.2 Other Important Details of a CDS Transaction .......... 290
  24.1.3 A Few Words of Caution ................................ 291
24.2 When a Credit Event Takes Place... ............................ 291
  24.2.1 Credit Event Notification and Verification ............ 291
  24.2.2 Settling the Contract ................................ 292
24.3 The Restructuring Debate .................................... 293
  24.3.1 A Case in Point: Conseco ............................... 294
  24.3.2 Modified Restructuring ................................ 295
  24.3.3 A Bifurcated Market .................................. 295
24.4 Valuing the Restructuring Clause ............................. 296
  24.4.1 Implications for Implied Survival Probabilities ..... 296

25 A Primer on Bank Regulatory Issues ............................ 299
25.1 The Basel II Capital Accord ................................ 300
25.2 Basel II Risk Weights and Credit Derivatives ............... 302
25.3 Suggestions for Further Reading .............................. 303

Appendix A Basic Concepts from Bond Math ..................... 305
A.1 Zero-coupon Bonds .......................................... 305
A.2 Compounding ............................................... 306
A.3 Zero-coupon Bond Prices as Discount Factors ............... 307
A.4 Coupon-paying Bonds ........................................ 307
A.5 Inferring Zero-coupon Yields from the Coupon Curve ....... 308
A.6 Forward Rates .............................................. 309
A.7 Forward Interest Rates and Bond Prices ..................... 310
Appendix B  Basic Concepts from Statistics  ............... 313
   B.1 Cumulative Distribution Function  ............... 313
   B.2 Probability Function  .......................... 314
   B.3 Probability Density Function  .................. 314
   B.4 Expected Value and Variance  .................. 315
   B.5 Bernoulli Trials and the Bernoulli Distribution 316
   B.6 The Binomial Distribution  ................... 316
   B.7 The Poisson and Exponential Distributions  .... 317
   B.8 The Normal Distribution  ................... 320
   B.9 The Lognormal Distribution  ................... 321
   B.10 Joint Probability Distributions  ............... 322
   B.11 Independence  ................................. 323
   B.12 The Bivariate Normal Distribution  ........... 323

Bibliography  .......................................... 325

Index  .................................................. 331
Part I

Credit Derivatives: Definition, Market, Uses
In this chapter we discuss some basic concepts regarding credit derivatives. We start with a simple definition of what is a credit derivative and then introduce the main types of credit derivatives. Some key valuation principles are also highlighted.

1.1 What are Credit Derivatives?

Most debt instruments, such as loans extended by banks or corporate bonds held by investors, can be thought of as baskets that could potentially involve several types of risk. For instance, a corporate note that promises to make periodic payments based on a fixed interest rate exposes its holders to interest rate risk. This is the risk that market interest rates will change during the term of the note. For instance, if market interest rates increase, the fixed rate written into the note makes it a less appealing investment in the new interest rate environment. Holders of that note are also exposed to credit risk, or the risk that the note issuer may default on its obligations. There are other types of risk associated with debt instruments, such as liquidity risk, or the risk that one may not be able to sell or buy a given instrument without adversely affecting its price, and prepayment risk, or the risk that investors may be repaid earlier than anticipated and be forced to forego future interest rate payments.
Naturally, market forces generally work so that lenders/investors are compensated for taking on all these risks, but it is also true that investors have varying degrees of tolerance for different types of risk. For example, a given bank may feel comfortable with the liquidity and interest rate risk associated with a fixed-rate loan made to XYZ Corp., a hypothetical corporation, especially if it is planning to hold on to the loan, but it may be nervous about the credit risk embedded in the loan. Alternatively, an investment firm might want some exposure to the credit risk associated with XYZ Corp., but it does not want to have to bother with the interest risk inherent in XYZ’s fixed-rate liabilities. Clearly, both the bank and the investor stand to gain from a relatively simple transaction that allows the bank to transfer at least some of the credit risk associated with XYZ Corp. to the investor. In the end, they would each be exposed to the types of risks that they feel comfortable with, without having to take on, in the process, unwanted risk exposures.

As simple as the above example is, it provides a powerful rationale for the existence of a rapidly growing market for credit derivatives. Indeed, credit derivatives are financial contracts that allow the transfer of credit risk from one market participant to another, potentially facilitating greater efficiency in the pricing and distribution of credit risk among financial market participants. Let us carry on with the above example. Suppose the bank enters into a contract with the investment firm whereby it will make periodic payments to the firm in exchange for a lump sum payment in the event of default by XYZ Corp. during the term of the derivatives contract. As a result of entering into such a contract, the bank has effectively transferred at least a portion of the risk associated with default by XYZ Corp. to the investment firm. (The bank will be paid a lump sum if XYZ defaults.) In return, the investment company gets the desired exposure to XYZ credit risk, and the stream of payments that it will receive from the bank represents compensation for bearing such a risk.

It should be noted that the basic features of the financial contract just described are becoming increasingly common in today’s financial marketplace. Indeed these are the main characteristics of one of the most prevalent types of credit derivatives, the credit default swap. In the parlance of the credit derivatives market, the bank in the above example is typically referred to as the buyer of protection, the investment firm is known as the protection seller, and XYZ Corp. is called the reference entity.¹

¹The contract may be written either to cover default-related losses associated with a specific debt instrument of the reference entity or it may be intended to cover defaults by a range of debt instruments issued by that entity, provided those instruments meet certain criteria, which may be related to the level of seniority in the capital structure of the reference entity and to the currency in which the instruments are denominated.
1.2 Potential “Gains from Trade”

The previous section illustrated one potential gain from trade associated with credit derivatives. In particular, credit derivatives are an important financial engineering tool that facilitates the unbundling of the various types of risk embedded, say, in a fixed-rate corporate bond. As a result, these derivatives help investors better align their actual and desired risk exposures. Other related potential benefits associated with credit derivatives include:

- Increased credit market liquidity: Credit derivatives potentially give market participants the ability to trade risks that were previously virtually untradeable because of poor liquidity. For instance, a repo market for corporate bonds is, at best, highly illiquid even in the most advanced economies. Nonetheless, buying protection in a credit derivative contract essentially allows one to engineer financially a short position in a bond issued by the entity referenced in the contract. Another example regards the role of credit-linked notes, discussed in Chapter 12, which greatly facilitate the trading of bank loan risk.

- Potentially lower transaction costs: One credit derivative transaction can often stand in for two or more cash market transactions. For instance, rather than buying a fixed-rate corporate note and shorting a government note, one might obtain the desired credit spread exposure by selling protection in the credit derivatives market.  

- Addressing inefficiencies related to regulatory barriers: This topic is particularly relevant for banks. As will be discussed later in this book, banks have historically used credit derivatives to help bring their regulatory capital requirements closer in line with their economic capital.

These and other applications of credit derivatives are discussed further in Chapters 2 and 3. They are largely responsible for the impressive growth of the market, more than offsetting the potentially growth-inhibiting influence of the so-called asymmetric-information problems that are often inherent in the trading of credit risk.

\footnote{An important caveat applies. Obviously, whether or not the single transaction actually results in lower costs to the investor than the two combined transactions ultimately depends on the relative liquidity of the cash and derivatives markets.}

\footnote{The notions of regulatory and economic capital are discussed in greater detail in Chapters 3 and 25.}

\footnote{Asymmetric-information problems and the related phenomena of moral hazard and adverse selection are discussed in Chapters 14 and 24.}
1.3 Types of Credit Derivatives

Credit derivatives come in many shapes and sizes, and there are many ways of grouping them into different categories. The discussion that follows focuses on three dimensions: single-name vs. multi-name credit derivatives, funded vs. unfunded credit derivatives instruments, and contracts written on corporate reference entities vs. contracts written on sovereign reference entities.

1.3.1 Single-Name Instruments

Single-name credit derivatives are those that involve protection against default by a single reference entity, such as the simple contract outlined in Section 1.1. They are the most common type of credit derivative and account for the majority of the trading activity in the marketplace. We shall analyze them in greater detail later in this book. In this chapter, we only briefly discuss the main characteristics of the most ubiquitous single-name instrument, the credit default swap.

In its most common or “vanilla” form, a credit default swap (CDS) is a derivatives contract where the protection buyer agrees to make periodic payments (the swap “spread” or premium) over a predetermined number of years (the maturity of the CDS) to the protection seller in exchange for a payment in the event of default by the reference entity. CDS premiums tend to be paid quarterly, and the most common maturities are three, five, and ten years, with the five-year maturity being especially active. The premium is set as a percentage of the total amount of protection bought (the notional amount of the contract).

As an illustration, consider the case where the parties might agree that the CDS will have a notional amount of $100 million: If the annualized swap spread is 40 basis points, then the protection buyer will pay $100,000 every quarter to the protection seller. If no default event occurs during the life of the CDS, the protection seller simply pockets the premium payments. Should a default event occur, however, the protection seller becomes liable for the difference between the face value of the debt obligations issued by the reference entity and their recovery value. As a result, for a contract with a notional amount of $100,000, and assuming that the reference entities’ obligations are worth 20 cents on the dollar after default, the protection seller’s liability to the protection buyer in the event of default would be $80,000.\(^5\)

\(^5\)In the event of default, CDS can be settled either physically—the protection buyer delivers eligible defaulted instruments to the protection sellers and receives their par value—or in cash—the protection seller pays the buyer the difference between the face value of the eligible defaulted instruments and their perceived post-default value, where
1.3 Types of Credit Derivatives

Other examples of single-name credit derivatives include asset swaps, total return swaps, and spread and bond options, all of which are discussed in Part II of this book.

1.3.2 Multi-Name Instruments

Multi-name credit derivatives are contracts that are contingent on default events in a pool of reference entities, such as those represented in a portfolio of bank loans. As such, multi-name instruments allow investors and issuers to transfer some or all of the credit risk associated with a portfolio of defaultable securities, as opposed to dealing with each security in the portfolio separately.

A relatively simple example of a multi-name credit derivative is the first-to-default basket swap. Consider an investor who holds a portfolio of debt instruments issued by various entities and who wants to buy some protection against default-related losses in her portfolio. The investor can obtain the desired protection by entering into a first-to-default basket with a credit derivatives dealer. In this case, the “basket” is composed of the individual reference entities represented in the investor’s portfolio. The investor agrees to make periodic payments to the dealer and, in return, the dealer promises to make a payment to the investor should any of the reference names in the basket default on its obligations. Because this is a first-to-default basket, however, the dealer’s obligation under the contract is limited to the first default. The contract expires after the first default, and thus, should a second reference name in the basket default, the dealer is under no obligation to come to the investor’s rescue, i.e., the investor suffers the full extent of any losses beyond the first default. Second- and third-to-default products are defined in an analogous way.

Multi-name credit derivatives may be set up as a portfolio default swap, whereby the transfer of risk is specified not in terms of defaults by individual reference entities represented in the portfolio but rather in terms of the size of the default-related loss in the overall portfolio. For instance, in a portfolio default swap with a “first-loss piece” of, say, 10 percent, protection sellers are exposed to however many individual defaults are necessary to lead to a 10 percent loss in the overall portfolio. Second- and third-loss portfolio default swaps are defined similarly.

Portfolio default swaps can be thought of as the building blocks for synthetic collateralized debt obligations (CDOs), which have become an increasingly important segment of the credit derivatives market. Synthetic CDOs and other multi-name credit derivatives are discussed further in Chapters 9, 10, and 14, and in Part IV of this book.

the latter is determined by polling other market participants. Chapters 6 and 24 take up these issues in greater detail.
1.3.3 Credit-Linked Notes

Certain investors are prevented from entering into derivatives contracts, either because of regulatory restrictions or owing to internal investment policies. Credit-linked notes (CLN) may allow such investors to derive some of the benefits of credit derivatives, both single- and multi-name.

Credit-linked notes can be broadly thought of as regular debt obligations with an embedded credit derivative. They can be issued either directly by a corporation or bank or by highly rated special purpose entities, often sponsored by dealers. The coupon payments made by a CLN effectively transfer the cash flow of a credit derivatives contract to an investor.

Credit-linked notes are best understood by a simple example: AZZ Investments would like to take on the risk associated with the debt of XYZ Corp., but all of XYZ’s debt is composed of bank loans and AZZ Investments cannot simply sell protection in a credit default swap because its investment guidelines prevent it from entering into a derivatives contract. Let us assume that the size of AZZ Investments’ desired exposure to XYZ Corp. is $100 million. One way of gaining the desired exposure to XYZ’s debt is for AZZ Investments to purchase $100 million in credit-linked notes that reference XYZ Corp. The issuer of the notes may take AZZ Investments’ $100 million and buy highly rated debt obligations to serve as collateral for its CLN liability toward AZZ Investments. At the same time, the CLN issuer enters into a credit default swap with a third party, selling protection against a default by XYZ Corp. From that point on, the CLN issuer will simply pass through the cash flows associated with the credit default swap—net of administrative fees—to AZZ investments. In the event of default by XYZ Corp., the CLN issuer will pay its default swap counterparty and the credit-linked note terminates with AZZ Investments receiving only the recovery value of XYZ’s defaulted debt. If no default occurs, AZZ Investments will continue to receive the coupon payments associated with the credit-linked note until its maturity date, at which point it will also receive its principal back. It should then be clear that a credit-linked note is simply a funded way of entering into a credit derivatives contract. (Indeed, CLNs can be written based on more complex credit derivatives, such as a portfolio default swap.)

1.3.4 Sovereign vs. Other Reference Entities

Credit derivatives can reference either a corporate entity or a sovereign nation. For instance, in addition to being able to buy and sell protection against default by XYZ Corp., one is also able to buy and sell protection against default by, say, the Brazilian or Chinese governments. Indeed, the
core mechanism of a credit default swap market is essentially the same, regardless of whether the reference entity is a corporate or a sovereign debtor, with the differences in the contracts showing up in some of their clauses. For example, contracts written on sovereign debtors may include moratorium and debt repudiation as credit events (events that would trigger the payment by the protection seller), whereas contracts that reference corporate debt generally do not include such events.

Where credit derivatives written on sovereign reference entities differ most from those written on corporates is in the general characteristics of the markets in which they trade. In particular, contracts that reference non-sovereign names, especially those written on investment-grade corporates, are negotiated in a market that is substantially larger than that for contracts that reference sovereign credits. Limiting factors for the market for credit derivatives written on sovereign entities include the fact that the investor base for non-sovereign debt is significantly larger than that for sovereign debt. In addition, modeling and quantifying credit risk associated with sovereign debtors can be more challenging than doing so for corporate borrowers. For instance, sovereign entities, especially in some emerging economies, are more subject to risks associated with political instability than are most corporations based in developed economies. In addition, there are more limited default data for sovereign debtors than for corporations—in part because there are more corporations than countries—which makes it harder to make statistical inferences based on historical experience.

1.4 Valuation Principles

To understand the main factors that enter into the pricing of credit derivatives, we need to consider two basic principles. First, each party in a credit derivative contract faces certain risks. For instance, the protection seller is exposed to the risk that the reference entity will default while the contract is still in force and that it will have to step up to cover the protection buyer’s loss. Likewise, the protection buyer is exposed to the risk that the protection seller may be unable to make good on its commitment in the event of default by the reference entity.

The second basic principle in the valuation of credit derivatives is that, as with any other financial market instrument, market forces will be such that the parties in the contract will generally be compensated according to the amount of risk to which they are exposed under the contract. Thus, a first step to understand basic valuation principles for credit derivatives is to examine the nature of the risks inherent in them.
1. Credit Derivatives: A Brief Overview

1.4.1 Fundamental Factors

Let us start by considering the four main types of risk regarding most credit derivatives instruments:

- the credit risk of the reference entity;
- the credit risk of the protection seller;
- the default correlation between the reference entity and the protection seller;
- the expected recovery rates associated with the reference entity and the protection seller.

The importance of the first factor is clear: Other things being equal, the greater the likelihood of default by the reference entity, the more expensive the protection, and thus it should come as no surprise that buying protection against default by a company with a low credit rating costs more than buying protection against default by an AAA-rated firm.

The second and third factors highlight a significant issue for purchasers of protection in the credit default swaps market: the credit quality of the protection seller. The protection seller may itself go bankrupt either before or at the same time as the reference entity. In market parlance, this is what is called counterparty credit risk.

As noted later in this chapter, market participants commonly use credit-enhancement mechanisms—such as the posting of collateral—to mitigate the effects of counterparty credit risk in the dynamics of the credit derivatives market. In the absence of these mechanisms, however, other things being equal, the higher the credit quality of a given protection seller relative to other protection sellers, the more it can charge for the protection it provides.

Regarding its credit derivatives counterparty, the protection buyer is subject to two types of risk: Should the protection seller become insolvent before the reference entity, the protection buyer is exposed to “replacement risk” or the risk that the price of default insurance on the reference entity might have risen since the original default swap was negotiated. The protection buyer’s greatest loss, however, would occur when both the protection seller and the reference entity default at the same time, and hence the importance of having some sense of the default correlation between the reference entity and the protection seller.\(^6\)

The fourth factor—expected recovery rates—is particularly relevant for credit derivative contracts that specify a payoff in the event of the default

---

\(^6\) The concept of default correlation is discussed in some detail in Chapters 9 and 10 and in Part IV.
that depends on the post-default value of the reference entity’s debt. (The typical credit default swap example discussed above is one such contract.) Under such circumstances, the lower the post-default value of the defaulted debt—which the protection provider may have to buy for its par value in the event of default—the more expensive the protection. As a result, the lower the recovery value of the liabilities of the reference entity, the higher the cost of buying protection against a default by that entity.

1.4.2 Other Potential Risk Factors

Are there other risks associated with credit derivatives? If so, how can one protect oneself from such risks? To which extent do these risks affect the valuation of credit derivatives contracts? Here we shall briefly discuss two additional types of risk:

- legal risk
- model risk

Legal Risk. Consider the case of a credit default swap. The rights and obligations of each party in the swap are specified in a legally binding agreement signed by both parties—the buyer and the seller of protection. For instance, the contract specifies whether the payments made by the protection buyer will be, say, quarterly or monthly, and how, in the event of default, the contract will be settled. Just as important, the contract will determine which kinds of events would “trigger” a payment by the protection seller and under which circumstances. For example, suppose that the reference entity renegotiates the terms of its debt with its creditors. Under which conditions would that constitute a “credit event”? Are these conditions clearly specified in the contract? More generally, uncertainty about how the details of the contract will apply to future unforeseen events constitutes “legal risk.”

Since the early days of the credit derivatives market, it was clear to those involved that, if the market were to experience any measure of success, the issue of legal risk was one that had to be addressed head on. As discussed in Chapter 24, market participants have worked together to create and adopt documentation standards for credit derivatives contracts with the aim of minimizing the role of legal risk in the pricing of the contracts. One might even say that the enormous growth of this market in recent years attests that these efforts have been largely fruitful. We say largely because some of the features of early credit derivatives contracts, such as the treatment of debt restructurings, mentioned above, would later prove to be less than satisfactory in the eyes of many market participants. As the market has evolved, however, so have documentation standards and many of the “legal gray areas” of earlier times have been worked out in more recent versions
of the contracts, significantly reducing the scope for legal risk to be an important factor in the pricing of credit derivatives.

**Model Risk.** Suppose a prospective protection buyer has good estimates of the credit quality of both the protection seller and the reference entity. Assume further that the prospective buyer knows with certainty the recovery value of the liabilities of the reference entity and protection seller, and that there is no legal risk. How much should this buyer be willing to pay for obtaining protection against default by the reference entity? Likewise, consider a protection seller who also has good estimates of the credit quality and recovery rate of the same reference entity. How much should this protection seller charge?

What these two potential credit derivatives counterparties need in order to agree on a price for the contract is a way to quantify the risk factors inherent in the contract and then to translate those quantities into a “fair” price. In other words, what they need is an approach or method for arriving at a dollar amount that is consistent with their perception of the risks involved in the contract.

We will briefly discuss different valuation approaches in the next subsection in this chapter and then look at some of them more carefully in subsequent parts of this book. For now, all that we need to know is that the mere fact that there are different ways to arrive at a fair valuation of a credit derivative contract—and that different ways often deliver different answers—suggests that there is always some chance that one’s favorite approach or model may be wrong. This is what we shall refer to generically as “model risk,” or the risk that one may end up under- or overestimating the fair value of the contract, perhaps finding oneself with a lot more risk than intended.

We should point out that even if one has the right model for translating risk factors into fair valuations, it could well be that the basic ingredients that go into the model, such as, for example, one’s estimate of the recovery rate associated with the reference entity, turn out to be wrong. Even the most reliable of models would not be foolproof under such circumstances.

How does one protect oneself from model risk? One might say that the answer is simple. Come up with a pricing methodology that is as foolproof as possible. Easier said than done. As we shall see throughout this book, there is no one “correct” method, and there is never a guarantee that what works well today will continue to do so next year or even tomorrow...

### 1.4.3 Static Replication vs. Modeling

We have mentioned model risk and the fact that there is no magic formula that tells us how to determine the fair value of a credit derivative. Thus, market participants use various approaches for the valuation of credit
derivatives. Broadly speaking, the main approaches can be grouped in two main classes: those based on “static replication” methods and those that rely more heavily on credit risk models. We will discuss the main features of these approaches throughout the book, with the examples of the static replication approach showing up in several chapters in Part II and the credit risk modeling approach taking center stage in Parts III and IV. For now, we shall limit ourselves to introducing some basic terminology and to providing the reader with a flavor of what is to come.

The basic idea of the static replication approach is that the possible payoffs of certain types of credit derivatives can, in principle, be replicated using simple financial market instruments, the prices of which may be readily observable in the marketplace. For instance, as discussed in Part II, in a liquid market without major frictions and counterparty credit risk, a rational investor would be indifferent between buying protection in a credit default swap that references XYZ Corp. or buying a riskless floater while shorting a floater issued by XYZ—where both notes have the same maturity and cash flow dates as the credit default swap. Indeed, such a risky floater/riskless floater combination can be shown to be the replicating portfolio for this CDS contract.

More specifically, as discussed in Chapter 6, in a fully liquid market with no counterparty credit risk, all we need to know to determine the fair value of a CDS premium is the yield spread of a comparable risky floater issued by the reference entity over that of a riskless floater. That is all. Under these idealized market conditions, once we determine the composition of the replicating portfolio, the valuation exercise is done. No credit risk model is required!

Some of the advantages of the static replication approach include the fact that it is completely based on observed market prices, that replication arguments are relatively straightforward to understand, and that replication portfolios are, in principle, easy to implement for many commonly negotiated credit derivatives. The reliance on observed market prices means that one should be able to determine the fair market value of a credit default swap spread without having to know the default probabilities associated with the reference entity. This is indeed a major advantage given that good models of credit risk can be very technically demanding, not to mention the fact that not even the best of models is foolproof.

Nonetheless, there are many situations where the static replication approach is of very limited practical value. For instance, consider the case where there are no readily observed reliable prices of notes issued

---

7 We use the term “static replication” to refer to situations where, once the replicating portfolio is set up, it requires no rebalancing during the entire life of the derivative. In contrast, the concept of “dynamic replication” requires frequent rebalancing of the portfolio if it is to replicate the cash flows of the derivative.
by the reference entity. What is the credit default swap market participant to do? To take another example of limited applicability of the replication approach, consider a complex multi-name credit derivative such as a synthetic CDO. With many multi-name instruments, creating the replicating portfolio can be difficult in practice, if not impossible. What else can be done? One must venture into the world of credit risk modeling.

Credit risk modeling is the science, some might say “art,” of writing down mathematical and statistical models that can be used to characterize the fair market value of different credit instruments such as corporate bonds and loans and credit derivatives. Models have the advantage of being more widely applicable than methods based on the static replication approach. For instance, if static replication is not an option, one can posit a model for the evolution of the creditworthiness of the reference entity and, based on that model, infer the corresponding probabilities of default and protection premiums. We have alluded already to some of the drawbacks of the credit modeling approach. Credit models can be difficult to develop and implement, and their users are clearly subject to model risk, or the risk that the model might fail to capture some key aspect of reality.

1.4.4 A Note on Supply, Demand, and Market Frictions

In principle, the pricing of a credit derivative should essentially reflect the economic fundamentals of the reference entity(ies) and of the counterparty. In practice, however, other factors also affect derivatives prices, driving a wedge between the theoretical prices suggested by fundamentals and observed market prices. For instance, liquidity in the markets for corporate notes and credit derivatives can be significantly different and simple portfolio replication approaches would miss the pricing of the liquidity differential across the two markets. Thus, what may look like an arbitrage opportunity may be simply a function with the relative ease or difficulty of transacting in corporate notes vs. in credit derivatives.

Other factors include the fact that it is often difficult to short a corporate bond—the repo market for corporate bonds is still at a relatively early stage even in the United States—and the fact that there is still quite a bit of market segmentation when credit instruments are concerned. For instance, many institutions participate in the corporate bond market, but not in the credit derivatives market.

The main implication of these and other market frictions is that observed market prices for credit derivatives may at least temporarily deviate from prices implied by either the static replication or credit risk modeling approaches. Thus, while it is true that the price of a credit derivatives contract should reflect the supply and demand for default protection regarding the entities referenced in the contract, because of illiquidity or market
segmentation, supply and demand themselves may not always reflect a pure view on the credit risk associated with those entities. It should be noted, however, that large discrepancies between prices of credit derivatives and underlying cash instruments are unlikely to persist: Not only are arbitrageurs expected to take advantage of such discrepancies, but also new participants might be enticed to enter the market, reducing the limiting role of market segmentation.

1.5 Counterparty Credit Risk (Again)

Before we move on, it is worth returning briefly to the subject of counterparty credit risk. How do market participants address this issue? First, just as one would not buy life insurance from an insurance company that is teetering on the verge of bankruptcy, one should not buy default protection from a credit derivatives dealer with a poor credit standing. This obvious point explains why the major sellers of protection in the credit derivatives market tend to be large highly rated financial institutions.

Second, and perhaps not as self-evident as the first point, potential buyers of default protection might want to assess the extent to which eventual defaults by protection seller and the reference entity are correlated. For instance, other things being equal, one may not want to buy protection against default by a large industrial conglomerate from a bank that is known to have a huge exposure to that same conglomerate in its loan portfolio. The bank may not be around when you need it most!

Lastly, a common approach used in the marketplace to mitigate concerns about counterparty credit risk is for market participants to require each other to post collateral against the market values of their credit derivatives contracts. Thus, should the protection seller fail to make good on its commitment under the contract, the protection buyer can seize the collateral. Indeed, while theory would suggest a tight link between the credit quality of protection sellers and the price of default protection, in practice, as is the case with other major types of derivatives, such as interest rate swaps, the effect of counterparty credit risk in the pricing of credit default swaps is mitigated by the use of collateral agreements among counterparties. In Chapter 2 we discuss the nature of these agreements and other factors that help reduce (but not eliminate) the importance of counterparty credit risk in the valuation of credit derivatives. In addition, in Chapter 23 we discuss a simple framework for analyzing the role of counterparty credit risk on the valuation of credit default swaps.
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The Credit Derivatives Market

The market for credit derivatives has undergone enormous changes in recent years. This chapter provides an overview of the main forces shaping the market, including a discussion of major types of market participants. We also take a quick look at the most common instruments, practices, and conventions that underlie activity in the credit derivatives market.

Credit derivatives are negotiated in a decentralized, over-the-counter market, and thus quantifying and documenting the market’s spectacular growth in recent years is no easy task. Unlike exchanged-based markets, there are no readily available volume or notional amount statistics that one can draw upon. Instead, most discussions of the evolution of market, its size, and degree of trading activity tend to center on results of surveys of market participants and on anecdotal accounts by key market players. Regarding the former, we shall focus the discussion in this chapter primarily on two recurrent surveys of market participants, a biannual survey conducted by the British Bankers Association (2002)[4] and an annual survey conducted by Risk Magazine (Patel, 2003[66]). In addition, in early 2003, FitchRatings, a major credit-rating agency in the US, conducted a survey of the credit derivatives market.

The FitchRatings (2003)[28] survey was focused on Fitch-rated entities that sell protection in the credit derivatives market. The British Bankers Association (BBA) survey reflects responses from 25 institutions, most of which are significant players in the credit derivatives market. The Risk Magazine survey is based on responses from 12 institutions, including the small number of participants that account for a sizable share of the activity
in the credit derivatives market. Although results from these surveys differ in some of the details, they all paint a picture of a market that has grown spectacularly in recent years.

2.1 Evolution and Size of the Market

As shown in Figure 2.1, which comes from the *BBA 2001/2002 Credit Derivatives Report*, from virtually nonexistent in the early 1990s, the global credit derivatives market is estimated to have comprised approximately $2 trillion in notional amounts outstanding in 2002 and is projected to grow to $4.8 trillion by 2004. The *Risk Magazine* survey showed similar results regarding the size of the global market in 2002 (about $2.3 trillion). It should be noted, however, that, apart from potential problems related to survey-based results—such as limited participation and incomplete responses—the exact size of the global credit derivatives market is difficult to estimate given the potential for overcounting when contracts involve more than one reporting market participant. In addition, notional amounts outstanding considerably overstate the net exposure associated with those contracts.

![Bar chart showing the growth of the global credit derivatives market from 1997 to 2004 (projected)](image)

**FIGURE 2.1.** Global Credit Derivatives Market (US$ billions, excluding asset swaps)

*Source: British Bankers Association (2002)*
Despite its phenomenal growth, the market is small relative to the overall derivatives market, and by most accounts it has not yet reached the liquidity, transparency, standardization, and widespread market participation of more mature markets. For instance, according to Bank Call Report data from the US Federal Reserve, credit derivatives represented only a little less than 1.5 percent of the total notional amount of derivatives at US commercial banks at the end of 2003, although the credit derivatives’ share of the total has risen, on net, in recent years. As shown in Figure 2.2, notional amounts outstanding in credit derivatives at US commercial banks have increased from around $50 billion in late 1997 to $1 trillion in the fourth quarter of 2003.

2.2 Market Activity and Size by Instrument Type

Although still relatively young, the credit derivatives market has already developed to the point where one can characterize its evolution in terms of developments in its various segments, such as the market for single-name credit derivatives or the market for credit derivatives written on sovereign credits.
2.2.1 Single- vs. Multi-name Instruments

Single-name instruments account for the majority of the credit derivatives market, but the use of multi-name products has grown substantially in recent years. As shown in Figure 2.3 BBA estimates that credit default swaps account for about 45 percent of the notional amount outstanding of credit derivatives in the global marketplace. In terms of the sheer volume of negotiated contracts, however, credit default swaps, which typically have much smaller notional amounts than, say, synthetic CDOs, account for a much larger share of the credit derivatives market. Among other single-name instruments, the BBA survey indicates that total return swaps and asset swaps are a distant second in terms of notional amounts outstanding, each accounting for about 7 percent of the market.

The results of the *Risk* 2003 survey regarding the relative market shares of various instruments are qualitatively consistent with those of the BBA survey, but point to an even greater dominance of single-name credit default swaps. According to *Risk*, credit default swaps accounted for about 72 percent of the notional amounts outstanding in the global marketplace. In part, the discrepancy is attributable to the fact that the *Risk* survey did not include asset swaps as a credit derivative instrument.

Both the *Risk* and BBA surveys estimate that portfolio default swaps and synthetic CDOs correspond to the second largest share of the credit derivatives market, accounting for about 20 percent of the notional amounts outstanding in the global market. Respondents to the BBA survey expect portfolio and synthetic CDOs to be the fastest growing credit derivative type over the next few years as they see the use of credit derivatives in active portfolio and asset management becoming increasingly widespread. Among other multi-name instruments, basket products, such as the first-to-default basket discussed in Chapter 1, are said to correspond to a much smaller share of the notional amounts outstanding in the global credit derivatives market.
market: about 6 percent according to the BBA and less than 1 percent according to the Risk survey.

### 2.2.2 Sovereign vs. Other Reference Entities

As we mentioned in Chapter 1, credit derivatives are written on both sovereign and non-sovereign reference entities. In practice, however, the vast majority of these instruments reportedly reference non-sovereign entities. The latest BBA survey indicates that only about 15 percent of contracts negotiated in 2001 were written on sovereign entities, with the majority of them referencing sovereign emerging market debt. In addition, according to the BBA survey, the share of contracts written on sovereign entities appears to have been declining steadily since the mid-1990s, from an estimated 54 percent of all credit derivatives contracts in 1996.

In part, the declining share of contracts written on sovereign entities is attributable to explosive growth in contracts that reference other entities. Nonetheless, factors that are germane to the sovereign debt market have also contributed to the slower development of this category of credit derivatives. In particular, market observers have noted that a much smaller number of institutions are willing, or able, to participate in the market for sovereign-debt-based credit derivatives. Moreover, as already noted in Chapter 1, quantifying the nature of the risks involved in sovereign debt, such as pricing the risk that a given emerging market government may decide to repudiate its foreign debt, can be a daunting task even for the most skillful credit risk modeler, especially given the sparseness of the sovereign default data.

Among contracts negotiated on non-sovereign entities (an estimated 85 percent of all contracts negotiated in the global market in 2001), the majority comprised contracts written on nonfinancial corporations, which amounted to 60 percent of all contracts according to the 2002 BBA survey. Respondents to that survey indicated that the growing market share of synthetic CDOs helps explain the predominance of nonfinancial corporations as reference entities as many synthetic CDOs are backed by nonfinancial business debt. Credit derivatives written on financial institutions accounted for 22 percent of contracts negotiated in 2001, also according to the 2002 BBA survey.

### 2.2.3 Credit Quality of Reference Entities

Although credit derivatives are written on both investment- and speculative-grade debt instruments, the market for the former is substantially more developed than that for the latter. Here, too, surveys conducted by the BBA, Risk, and FitchRatings help shed some light into key aspects of the credit derivatives market. They indicate that around 90 percent of
credit derivatives negotiated in recent years were written on investment-grade entities, with more than half of the contracts negotiated in the global market in recent years referencing entities rated between BBB and A (see Figure 2.4).

One might wonder why the market for credit derivatives written on speculative-grade entities has lagged behind that for investment-grade entities. After all, one might have expected that protection buyers would be more interested in protecting themselves from their riskier debtors rather than from highly rated borrowers.

Anecdotally, some market participants have attributed the predominance of the investment-grade sector in the marketplace to banks’ desire to free up regulatory capital related to loans to such corporations so that capital can be put to work in higher-yielding assets. For instance, the terms of the 1988 Basle Accord called on financial regulators to require banks to hold the same amount of capital in reserve for monies lent to, say, an investment-grade, A-rated borrower as they would for a speculative-grade borrower. Nonetheless, lending to the former yields the bank a lower return so some banks prefer to free up the regulatory capital committed to the investment-grade borrower and devote that capital to the speculative-grade client. One way to seek regulatory capital relief, as will shall see later in this book, is to buy adequate default protection in the credit derivatives market from a highly rated credit derivatives dealer.

Looking ahead, respondents to the BBA survey expect that credit derivative uses directly related to regulatory capital management eventually will come to play a less prominent role in the evolution of the market. In part, this will happen as market participants are expected to become more focused on using credit derivatives as tools for overall portfolio management. In addition, protection buyers’ attention is expected to continue to
2.3 Main Market Participants

By far, the main participants in the credit derivatives market are large commercial and investment banks, insurers and re-insurers, and hedge funds. As shown in Figure 2.5, which focuses on end-users of credit derivatives, and

![Figure 2.5. End-users of Credit Derivatives](image)

**Source:** Risk Magazine (Patel, 2003)

1. The Basle Accords are discussed briefly in Chapter 3 and in the final part of this book.
thus excludes participation stemming from the market-making activities of dealers, banks account for about half of the credit derivatives market, with insurers and re-insurers representing about one-quarter of the global market, and hedge funds representing about one-eighth.

2.3.1 Buyers and Sellers of Credit Protection

Large banks play a dual role in the credit derivatives market, acting both as major dealers and, as seen in Figure 2.5, end-users. As dealers, they tend to run a “matched book,” with their protection selling positions about offset by contracts in which they are buying protection. As end-users, banks in general tend to be net buyers of credit protection. As a result, banks were net beneficiaries of the credit derivatives market during the downturn in credit markets in the early 2000s: Indeed, although corporate default rates rose sharply during that period, most banks were able to maintain or even improve their overall financial condition.

Smaller, but still big, regional banks typically are not dealers, and some, especially in Europe, are said to be net sellers of protection in the credit derivatives market. These institutions view credit derivatives as an alternative way to enhance the return on their capital, essentially viewing the selling of credit protection as an alternative to loan origination. Such banks are relatively small players in the global credit derivatives marketplace however, even if one focuses only on the protection seller’s side of the market. Indeed, the main net sellers of protection in recent years are in the insurance industry.

The survey of protection sellers by FitchRatings sheds some light on the role of the insurance industry in the credit derivatives market. The survey suggests three main reasons for the participation of insurers as protection sellers. First, insurers view corporate defaults as being mostly uncorrelated with their underwritten risks, and thus selling credit default protection essentially constitutes a portfolio diversification mechanism. Second, the premiums received from protection buyers are a palpable way to enhance the yield on one’s capital, and, lastly, insurers perceive their financial strength as a potentially significant selling point in a market where participants are looking for ways to mitigate their exposure to counterparty credit risk.

Just as credit derivatives were a positive for banks during the wave of corporate defaults in the early 2000s, they proved to be disappointing investment vehicles for some in the insurance industry, especially in Europe. Indeed, anecdotal evidence suggests that insurers may have decided to pull back some from the credit derivatives market in the immediate aftermath of that spike in corporate defaults, but the extent of such pull back is difficult to quantify for the industry as a whole.
TABLE 2.1
Market Shares of Main Buyers and Sellers of Protection
(percent)

<table>
<thead>
<tr>
<th>Protection Buyers</th>
<th>Protection Sellers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banks</td>
<td>52</td>
</tr>
<tr>
<td>Securities Houses</td>
<td>21</td>
</tr>
<tr>
<td>Insurers/Re-insurers</td>
<td>6</td>
</tr>
<tr>
<td>Hedge Funds</td>
<td>12</td>
</tr>
<tr>
<td>Corporates</td>
<td>4</td>
</tr>
<tr>
<td>Mutual Funds</td>
<td>2</td>
</tr>
<tr>
<td>Pension Funds</td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: British Bankers Association (2002).

While one may conjecture that reduced credit risk appetite by insurers may turn out to be an impediment to the further development of the credit derivatives market, it appears that other entities, such as pension funds, asset managers, and hedge funds, have been increasing their participation in the sell side of the market. Non-financial corporations have reportedly also increasingly come to the market, but primarily to buy protection to hedge their exposure in vendor financing deals.

Table 2.1 lists the main categories of market players and their estimated relative participation in the buy and sell sides of the market in late 2001, as estimated by the BBA. For instance, 52 percent of the sellers of protection during that period were banks, whereas banks accounted for only 39 percent of the protection sellers. In contrast, as noted, insurers and re-insurers were significant net sellers of protection: They accounted for only 6 percent of the protection buying positions, but corresponded to about one-third of the protection selling positions.

2.4 Common Market Practices

Thus far, this chapter has made a few main points. First, the credit derivatives market has experienced phenomenal growth in recent years. Second, commercial and investment banks, insurers and re-insurers, hedge funds, and a few other mainly financial institutions are the main players in the credit derivatives market, buying and selling credit protection according to their individual needs. Third, the market has continued to grow even in the face of unexpectedly large defaults in the early 2000s. Let us take a few moments now to highlight some of the common practices and procedures that have underlain the evolution of the marketplace.
2. The Credit Derivatives Market

2.4.1 A First Look at Documentation Issues

As noted in Chapter 1, at its most basic level a credit derivative is a legally binding contract between two counterparties whereby the credit risk of a third party, the reference entity, is transferred from a protection buyer to a protection seller. Consider now a situation where each credit derivatives dealer has its own preferred set of stipulations for, say, a contract detailing a credit default swap. Worse still, consider that each main end-user also has strong preferences for what should and should not be covered in the contract and about how different key terms should be defined.

Now try to imagine how costly it would be to put a contract together that would be mutually agreeable to both counterparties; imagine the difficulties in arriving at fair market values for the premiums associated with each type of contract; imagine all the legal, pricing, and back-office headaches and costs associated with keeping track of a myriad of contracts, each with its own idiosyncrasies. Could a market like that experience the increasing size and liquidity that have characterized the credit derivatives market since the mid-1990s? Unlikely.

The steady convergence of documentation standards for basic credit derivatives contracts has played a key role in facilitating the rapid growth of the marketplace. The adoption of commonly accepted templates for contracts and of marketwide definitions of key terms of the contracts have brought a measure of commoditization to the credit derivatives market, helping the price discovery process and reducing legal risk. The common contract specifications used by over 90 percent of the market are contained in the “Master Agreement,” “Credit Derivatives Definitions,” and related supplements issued by ISDA, the International Swap and Derivatives Association, a trade group formed by leading swap and derivatives market participants.

Working in consultation with its members, ISDA issued its first set of credit derivatives documents in 1997, and has since continued to improve on them to address evolving market needs. In essence, the standard ISDA confirmation templates are akin to forms that the counterparties fill out and sign. While some core terms and definitions are unchanged across contracts, the parties have the option to choose or “check” different clauses in the standardized contract as they apply to their circumstances. For instance, the standardized contract for a credit default swap gives the parties the choice to either settle the contract “physically” or “in cash.”

We will turn to documentation issues in Chapter 24. For now, an important factor to keep in mind about credit derivatives contracts is that the market would probably not be even close to where it is now in terms of participation and growth if it were not for the adoption of standardized contracts and the consequent substantial reduction in transaction costs and legal risk.
2.4.2 Collateralization and Netting

As the credit derivatives market has grown, so have market participants’ exposures to one another, and the potential for substantial losses related to a default by a major credit derivatives counterparty has not gone unnoticed. As noted in Chapter 1, an important step that market participants have taken to reduce counterparty credit risk is to require the posting of collateral against the exposures resulting from credit derivatives positions. In reality, however, because posting collateral is expensive, amounts pledged typically cover less than the total net exposure between counterparties. Indeed, a common practice in the interdealer market is for market participants to call for additional collateral after their marked-to-market exposure to a particular counterparty has risen beyond a previously agreed upon threshold level.

Note that the previous paragraph mentioned the “net” exposure between counterparties, and, indeed, this netting of counterparty credit risk exposures is an important feature of market functioning. Consider a simple example. AZZ Bank and XYZ Bank have a large number of credit default swaps between the two of them. AZZ’s total exposure to XYZ amounts to $100 billion, whereas XYZ’s exposure to AZZ is $90 billion. Netting means that the exposures of the two banks to one another are offset before any collateral is posted so that what matters in the end is the $10 billion net exposure of AZZ to XYZ. This would be the only amount against which any collateral would be calculated, and this would be the claim that AZZ would have on XYZ in the event of a default by XYZ.

Taken together, collateralization and netting, along with standardized documentation, have had the effect of helping overcome some of the “growing pains” of the credit derivatives market. While standardized documentation has helped reduce legal risk and transaction costs, collateralization and netting have eased concerns about counterparty credit risk, especially as potential risk exposures through credit derivatives have grown.
As with any other derivative instrument, credit derivatives can be used to either avoid or take on risk, in this case credit risk. Indeed, protection buyers are credit risk avoiders, whereas protection sellers are credit risk takers, and, obviously, the market would not exist without either of them. As we saw in Chapter 2, banks are the main end-users of credit derivatives, generally as net buyers of protection, and we shall start this chapter by discussing bank-specific applications of these instruments. We will then look at the market from the perspective of insurance companies and other typical sellers of credit protection.

3.1 Credit Risk Management by Banks

Taking credit risk is an inherent part of banking. Bankers have traditionally earned a substantial share of their income as compensation for bearing such a risk. In that regard, banks do seek credit risk and view it as a necessary part of doing business. But, as with other aspects of life, it is always possible to “have too much of a good thing”—too much credit risk, that is, not too much income.

Banks monitor the overall credit risk in their portfolios on an ongoing basis and also watch for particular concentrations of credit vis-à-vis a given client or industry. The old adage “don’t put all of your eggs in the same basket” applies with force here, especially in this day and age when shareholders, regulators, and the credit-rating agencies have been
increasingly focused on stricter controls on risk exposures and capital use by banks.

Consider, as an illustration, the case of a bank that looks at the loan amounts outstanding to various clients and decides that its exposure to a given large corporation (XYZ Corp.) is more than that with which the bank’s management and investors can feel comfortable. Short of not renewing existing loans and curtailing its lending to XYZ Corp., what can the bank do? It could, for instance, sell part of its XYZ loans to other lenders directly in the secondary loan market, assuming that market is sufficiently developed. Alternatively, the bank could add some of those loans to a pool of loans to be securitized and effectively sell the loans to investors in the asset-backed securities market. Either way, the bank would end up reducing its credit risk exposure to XYZ Corp., which is what it wanted to do in the first place. The bank would be happy to see its exposure to XYZ reduced. Would XYZ Corp. be happy?

Typically, selling a loan in the secondary market requires the bank to notify and, sometimes, to obtain consent from the borrower. The same principle generally applies to loan securitizations. Borrowers do not always welcome such notifications enthusiastically. Some see them as a vote of no confidence by their bankers. It is as if they are being told by their bank: “Listen, we like having your business and all the income it brings to us, but we think you are a bit too risky for our taste so we will pass some of the loans we made you along to other banks and investors...” A lot of banking is about maintaining and nurturing client relationships so the banker will be the first to receive a call when the client decides to embark in a new venture or expand the range of financial services it purchases from the banking sector. This is especially relevant nowadays, when banks and their affiliates are much more like financial supermarkets that offer a whole gamut of services ranging from bond underwriting to equity placements. Loan sales and transfers are not always consistent with this goal.

Let us go back to the XYZ Corp. example. What if the bank decided that it did not want to jeopardize its relationship with XYZ Corp.? It could turn to the credit derivatives market. Suppose the bank goes out and buys default protection in a credit default swap that references XYZ Corp. The bank has effectively reduced its exposure to XYZ Corp., just as it would if it had sold or transferred loans made to XYZ to someone else. (Should XYZ Corp. go under, the bank would go to its credit derivatives counterparty and receive the par value of XYZ’s defaulted assets.) Unlike a loan sale or securitization, however, XYZ Corp.’s debt remains on the bank’s books. More important for bank relationship purposes, XYZ Corp. need not be notified about the credit default swap transaction. In a

---

1 We shall discuss securitizations further in Part II of this book.
nutshell, the bank was able to reduce its exposure to XYZ Corp. anonymously because the reference entity is typically not a party in a credit derivatives contract. In market parlance, by purchasing default protection through a credit default swap, the bank was able to “synthesize” the effects of a loan transfer or securitization—it shed the credit risk associated with those loans—but the loans themselves never left the bank’s books. In effect, credit default swaps, and credit derivatives more generally, help banks manage their credit risk exposure while maintaining client relationships.

Synthetic loan transfers through credit derivatives have other advantages over traditional sales and securitizations. They often involve lower legal and other setup costs than do sales and securitizations. Moreover, buying protection in the credit derivatives market can be a more tax efficient way of reducing one’s risk exposure. In particular, banks can shed the credit risk of a given pool of assets without having to face the tax and accounting implications of an outright sale of the asset pool.

Lastly, we should point out that even though the above example centered on buying protection through a single-name credit default swap, banks can, and very often do, use other credit derivatives instruments, such as synthetic CDOs, to transfer large pools of credit risk and manage their credit risk exposure. We shall discuss these instruments in greater detail in Part II of this book.

3.2 Managing Bank Regulatory Capital

Banks are required by law to hold capital in reserve in order to cover eventual default-related losses in their loan portfolios. The general framework detailing guidelines on how much capital to hold vis-à-vis loans extended to different types of borrowers were first spelled out at the international level in the 1988 Basle Bank Capital Accord. The 1988 Accord was later followed up by the so-called Basle II Accord, which is discussed in Chapter 25, but the underpinnings of the original Accord have historically provided banks with an additional motivation to use credit derivatives: the management of their regulatory capital requirements. As a result, understanding banks’ participation in the credit derivatives market requires some discussion of the 1988 Basle Accord.

3.2.1 A Brief Digression: The 1988 Basle Accord

The 1988 Accord assigned specific “risk weights” to different types of borrowers and prescribed how much of the banks’ exposure to such borrowers should be held in reserve as a sort of “rainy-day fund.” Most borrowers received a 100 percent risk weight under the Accord, which means that banks were required to set aside 8 percent of their total exposure to such
TABLE 3.1
Risk Weights Specified in the 1988 Basle Accord for Selected Obligors

<table>
<thead>
<tr>
<th>Type of Exposure</th>
<th>Risk Weight (percent)</th>
<th>Capital Charge (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OECD Governments</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>OECD Banks</td>
<td>20</td>
<td>1.6</td>
</tr>
<tr>
<td>Corporates and Non-OECD Banks &amp; Gov’ts</td>
<td>100</td>
<td>8.0</td>
</tr>
</tbody>
</table>

borrowers in reserve. For instance, if a bank extended $10 million to a borrower that fell under the 100 percent risk weight rule, it should incur a $800,000 “capital charge,” i.e., it should set aside that much as a capital reserve related to that loan. What if the borrower had a different risk weight under the Accord? Then the capital charge would change accordingly. For instance, for a borrower with a 1988 Basle Accord risk weight of, say, 20 percent, banks are allowed to hold only 20 percent of the capital they would hold for a borrower with a 100 percent risk weight, resulting in a capital charge of 1.6 percent of the bank’s exposure to that borrower.

More generally, the regulatory capital charge specified in the 1988 Accord obeyed the following formula

\[
\text{regulatory capital charge} = r \times .08 \times \text{notional exposure} \quad (3.1)
\]

where \( r \) is the risk weight assigned to the borrower—e.g., \( r = .20 \) for a borrower with a 20 percent risk weight—and the notional exposure denotes the extent to which the bank is exposed to that particular borrower.

In practice, the 1988 Accord specified only a small number of possible values for the risk weight \( r \). For instance, Table 3.1 shows the 1988 Basle risk weights assigned to the most common types of entities referenced in the credit derivatives market: (i) governments of member countries of the Organization for Economic Cooperation and Development (OECD) were assigned a 0 percent risk weight, meaning that banks needed to hold no regulatory capital for loans extended to OECD countries; (ii) OECD banks were given a 20 percent risk weight, resulting in the 1.6 capital charge

\[\text{The 1988 Basle Accord differentiated assets held in the banking book, typically assets held by the banks as part of their normal lending activities, from those held in the trading book, mainly assets held for short periods as part of the bank’s trading activities. Our focus in this brief review is on the former.}\]
cited in the above example, and (iii) corporates and non-OECD banks and governments were subject to a 100 percent risk weight.\(^3\)

One obvious limitation of the 1988 Accord was that it lumped all (non-OECD bank) corporate debt under one single borrower category, assigning a 100 percent risk weight to all corporate borrowers regardless of their creditworthiness. In particular, a loan extended to an AAA-rated corporation would result in the same 8 percent regulatory capital charge as one made to a corporation with a below-investment-grade credit rating. In addition, the 0 and 20 percent risk weights assigned to all OECD governments and OECD banks are also viewed as somewhat arbitrary by many banks as not all OECD member countries and their banks are alike. For instance, both Mexico and the United Kingdom, two countries with very different credit histories, are OECD member countries and thus were subject to the same risk weight of 0 percent for their sovereign debt and 20 percent for their banks. In market parlance, the 1988 Basle Accord did not allow for sufficient “granularity” in its assignment of risk weights to different categories of borrowers.

The end result of this lack of granularity in the 1988 Accord was that the notion of regulatory capital was often misaligned with that of “economic capital,” or the capital that a prudent bank would want to hold in reserve given its overall credit risk exposure. For instance, a bank may well want to hold more than the prescribed 8 percent charge against a loan made to a firm that is now financially distressed—nothing in the 1988 Accord would have prevented it from doing so—but that same bank might feel that the risks associated with a loan to a top-rated firm are significantly less than what would be suggested by the mandated 8 percent charge—but here the bank would be legally prevented from reducing its capital charge. Holding too much capital in reserve is expensive—the bank would have to forego the income that the held capital could generate, for instance, if it were lent to prospective borrowers—and banks have taken measures to reduce their regulatory capital requirements while staying within the limits prescribed by bank regulators.

### 3.2.2 Credit Derivatives and Regulatory Capital Management

One general approach banks followed to better align regulatory and economic capital has been to move loans to highly rated borrowers—for whom the regulatory capital charge might be deemed excessive—off their balance sheets, while retaining loans to lower-rated borrowers on the balance sheet. One way to achieve such a goal is for the bank to sell or securitize

---

\(^3\)OECD membership is composed of primarily industrialized economies, although some emerging market economies are now member countries.
loans made to highly rated borrowers, the net effect of which would be the freeing up of capital that was previously tied to such loans. While banks do engage in such sales, they are mindful, as we noted in the previous section, of possible adverse effects on their customer relationships. Here again, banks have found that the anonymity and confidentiality provided by the credit derivatives market make it a desirable venue for managing their regulatory capital.

The credit derivatives market is so young that it was not even covered by the 1988 Basle Accord. Nonetheless, national bank regulators attempted to treat issues related to credit derivatives in a way that is consistent with the spirit of that Accord. For instance, when banks sell default protection through a credit default swap, most regulators treat that as being analogous to extending a loan to the reference entity specified in the swap. For instance, if the reference entity is a nonfinancial corporation, banks have to incur a capital charge equal to 8 percent of the notional amount of the contract.

Consider now a bank that has extended a loan to a highly rated corporation. As we argued above, under the terms of the original Basle Accord, that loan would be subject to the same capital charge assigned to a less creditworthy borrower, even though it would typically embed much less credit risk and, consequently, a lower yield to the bank. One way for the bank to reduce the regulatory capital charge associated with this loan, short of selling or transferring the loan off its balance sheet, would be to buy protection against default by that corporation from an OECD bank. If the bank regulators were satisfied that the credit risk associated with the loan had been effectively transferred to the OECD bank, then the regulatory capital charge of the protection-buying bank would fall from 8 percent to 1.6 percent, reflecting the fact that, from the perspective of the protection-buying bank, the only remaining risk exposure associated with the loan is the counterparty credit risk associated with the OECD bank. (The OECD bank, of course, would have to hold the full 8 percent capital reserve in conjunction with the protection sold under the contract.)

The use of credit derivatives by banks in this type of regulatory capital management under the 1988 Basle Accord played a significant role in the evolution of the credit derivatives market. Banks used not just credit default swaps, but also, and by some accounts mainly, portfolio products such as synthetic CDOs to bring their regulatory capital requirements more in line with what they perceive to be their economic capital needs. In this context, the credit derivatives market has helped make banks’ use of capital more efficient, freeing up capital set aside in excess of true fundamental risk and putting that capital to work elsewhere in the banking system.

There is still much debate about the implications of the Basle II Accord for the future of the credit derivatives market. While some market observers have noted that regulatory capital management will likely be less of a
drive for banks’ participation in the credit derivatives market, others have noted that, with capital charges that more closely correspond to debtors’ creditworthiness, banks will have a greater incentive to move lower-quality credits off their balance sheets, and that some of that activity will take place in the credit derivatives market. In addition, credit derivatives are treated explicitly in the context of the Basle II Accord, and there is some disagreement among market observers on the question of how the credit derivatives provisions of the new Accord will affect banks’ incentives to participate in the credit derivatives market.\(^4\)

3.3 Yield Enhancement, Portfolio Diversification

There are two sides to every story, and if banks see benefits in using the credit derivatives market to lay off some of the credit risk in their portfolios, there must be others for whom that market has some appeal as a place to take on credit risk. We have mentioned already, in Chapter 2, that insurers and re-insurers tend to be sellers of protection in the credit derivatives market. In particular, we argued that some insurance companies see credit risk as being essentially uncorrelated with their underwritten risks and that protection sellers in general see credit risk exposure as a way to enhance the return on their portfolios and diversify their risks.

Having said all that, however, there are other ways for protection sellers to obtain the desired exposure to credit risk. They could, for instance, and they do, turn to the corporate bond and secondary bank loan markets to essentially buy credit risk. Is there anything about the credit derivatives market, other than banks’ desire to buy protection, that entices protection sellers not to limit themselves to the cash (bonds and loans) markets?

3.3.1 Leveraging Credit Exposure, Unfunded Instruments

Certain credit derivatives, including credit default swaps, are “unfunded” credit market instruments. Unlike buying a corporate bond or extending a loan, which requires the investor to come up with the funds to pay for the deal upfront, no money actually changes hands at the inception of many credit derivatives contracts.\(^5\)

---

\(^4\) Regulatory issues are treated in greater detail in Chapter 25.

\(^5\) As noted in Chapter 2, it is not uncommon for credit derivatives contracts to require some degree of collateralization, but posting collateral is expensive. Still, it was also argued in that chapter that the collateral pledged often covers less than the total net exposure between the counterparties. Moreover, even when full collateralization of net exposures is in place, net exposures are computed with respect to marked-to-market values of the contracts involved, and, as discussed in Chapter 16, marked-to-market values are typically substantially less than the underlying notional amounts.
Take the example of a credit default swap. In its most common form, the two parties in the contract agree on a value for the annualized premium that the protection buyer will pay to the protection seller such that the contract has zero market value at its inception. As a result, provided both the protection buyer and the reference entity remain solvent while the contract is in place, the protection seller is guaranteed a stream of payments during the life of the contract without initially putting up any cash. In contrast, were this same protection seller to buy a bond issued by the reference entity, it would have to pay for the bond, either by using its scarce capital or by raising the funds in the marketplace, before it could enjoy the periodic payments made by the bond issuer. In other words, typical cash instruments such as bonds and loans have to be funded on the investors’ balance sheet; typical credit default swaps, as well as many other forms of credit derivatives, largely do not. This crucial difference between cash and derivatives instruments allows investors (protection sellers) effectively to leverage up their credit risk exposure.

Let us look at another example to see how the unfunded nature of some credit derivatives makes them particularly appealing relative to traditional cash instruments. Consider a leveraged investor with a relatively high cost of funds. That investor would likely find it unattractive to invest in a bond issued by a highly rated reference entity, the reason being that the yield it would earn on the bond would tend to be lower than the investor’s own cost of funds. The story would be different in the credit derivatives market, however. The investor could enter into a credit default swap with a highly rated dealer where it sells protection against default by the corporation. The investor would earn the credit default swap premium paid by the dealer, all while avoiding at least part of its funding disadvantage in the credit markets and being subject to a relatively low level of credit risk.

3.3.2 Synthesizing Long Positions in Corporate Debt

Another potentially appealing application of credit derivatives to investors is the ability to obtain credit risk exposures that would otherwise not be available through traditional cash instruments. Suppose a given institutional investor would like to take on some of the credit risk associated with XYZ Corp., but all of XYZ’s debt is locked up in loans held on banks’ books. The investor can essentially synthesize a long position in XYZ’s debt by selling default protection in the credit derivatives market. In principle, the income earned via the credit derivatives contract would be closely related to what it would be earning had it lent to XYZ Corp. directly.
3.4 Shorting Corporate Bonds

In highly liquid financial markets, such as the market for US Treasury securities and some equity markets, investors who have a negative view regarding future market prices can hope to profit from their opinions by establishing short positions in those markets. For example, if one thinks that US Treasury yields are headed higher, and that this sentiment is not fully reflected in market prices, one could sell Treasuries short in the very active repo market for Treasury securities in hopes of buying them back later at a profit when their prices will presumably be lower.\(^6\)

While a short selling strategy can generally be implemented without significant difficulties in sufficiently liquid markets, its applicability to corporate debt markets can be problematic. Indeed, even in the United States, which has the most advanced corporate debt market in the world, the ability to short sell individual corporate bonds is, at best, very limited. In particular, the market for these securities has not yet reached the level of liquidity and transparency that facilitate the emergence of a viable repo market. What is the aspiring short seller to do? One option is to go, you guessed, to the credit derivatives market.

Consider an investor who has a negative view on XYZ Corp. and thus expects that its credit quality will deteriorate in the near term. Moreover, the investor thinks that market prices have not yet fully accounted for such a scenario regarding XYZ’s fortunes. While that investor may be unable to establish a short position on XYZ’s debt, it may be able to mimic at least part of the economic effects of such a position by buying protection against XYZ Corp. in the credit default swap market. Here is how it would work. The investor buys protection against XYZ today. Should the investor’s views on that reference entity prove to be right, the market value of the original credit default swap will now be positive, i.e., a newly entered credit default swap that references XYZ would require a higher premium from protection buyers than the one written into the investor’s contract. The investor can thus unwind its credit default swap position at a profit, essentially cashing in on its earlier view, now confirmed, that XYZ’s credit quality was headed lower.\(^7\)

The example just described offers two important insights into the many uses of credit derivatives. First, one need not have any risk exposure to a

\(^6\) In the repo market, short sellers sell borrowed securities now, hoping that by the time that they have to repurchase the securities to return them to their original owners—repo is the market term for repurchase—their prices will have fallen enough to produce a profit.

\(^7\) In Chapter 6 we discuss how a credit default swap can be unwound. For now it suffices to note that by unwinding we mean the effective termination of the contract where the part for whom the contract has positive market value is compensated accordingly.
given reference entity in order to have a reason to buy protection against it. Second, in addition to providing protection against the possibility of default by particular reference entities, credit default swaps can also be used to express views about the prospective credit quality of such entities, and thus one can financially benefit from them even when no default by the reference entity takes place.

3.5 Other Uses of Credit Derivatives

Banks and would-be short sellers are not the only ones who stand to benefit from buying protection in the credit derivatives market, just as leveraged investors are not the only ones with something to gain from selling protection. Nonfinancial corporations, certain classes of investors, and even some banks have found other uses for credit derivatives and increased their market participation accordingly.

3.5.1 Hedging Vendor-financed Deals

Once again, let us look at a hypothetical example to better understand this alternative use of credit derivatives. Consider an equipment manufacturer with a few large corporate clients. To facilitate its business, the manufacturer also provides its customers with at least some of the financing they need to fund their orders. While that may be good for sales, such vendor-financed deals have one obvious drawback to the manufacturer. They leave the manufacturer exposed to the risk that its customers may default on their obligations. One way to hedge against such risk would be to buy protection in credit derivatives contracts that reference the individual customers. As a result, the manufacturer can concentrate on its core business, producing and selling equipment, while hedging out its credit risk in the credit derivatives market.

While this use of credit derivatives is not yet widespread, market participants see the potential for it to become more so in the future. For instance, respondents to the 2002 British Bankers Association Credit Derivatives Report expect corporations to increase their participation in the credit derivatives market, although they have revised down their forecasts relative to the 2000 report.

3.5.2 Hedging by Convertible Bond Investors

Convertible bonds are corporate bonds with an embedded call option on the bond issuer’s stock. Equity-minded investors would be natural buyers of such securities, except that some may not want to have to bother with the associated credit risk. One strategy apparently followed by many
convertible bond investors, including certain hedge funds, is to buy the bonds and simultaneously buy protection against the bond issuer in the credit default swap market. The end result of these transactions is to synthesize a pure call option on the issuer’s stock. While the bond purchase involves buying both credit risk and the call option, the former is offset by the credit default swap position.

Of course, the attractiveness of the approach just described depends on how it compares to the cost of buying a call option on the bond issuer’s stock directly from an options dealer. Apparently, many investors occasionally do find that the call option embedded in the bonds is cheap relative to the direct purchase approach. Indeed, when liquidity in the credit derivatives market is thin, the cost of buying protection against a convertible issuer can temporarily go higher even when the market’s assessment of the issuer’s creditworthiness is unchanged.\(^8\)

### 3.5.3 Selling Protection as an Alternative to Loan Origination

In discussing the ways banks use credit derivatives we have thus far portrayed banks as protection buyers. While available information on banks’ participation in the credit derivatives market tends to confirm their role as net buyers of protection, banks do sell protection over and beyond that amount required by their market making activities.

From a bank’s perspective, selling protection in the credit derivatives market can be thought of as an alternative to originating loans.\(^9\) More generally, a bank may view protection selling as portfolio diversification and yield enhancement mechanisms, i.e., as a way to obtain exposure to particular credits that would otherwise not be easily obtainable in the loan and bond markets.

### 3.6 Credit Derivatives as Market Indicators

We have thus far focused on the main uses of credit derivatives strictly from the standpoint of the entities that participate in the credit derivatives market. Not so obvious, but potentially very important, is the growing use by participants and non-participants alike of prices of credit derivatives,\(^8\) This is one example where temporary demand factors, discussed in Chapter 1, can affect the pricing of credit derivatives. We will encounter more examples later in the book.\(^9\) We mentioned an example of this phenomenon when we discussed regional European banks in Chapter 2.
especially credit default swaps, as indicators of market sentiment regarding specific reference entities (and credit risk in general).

Investors, credit analysts, and financial regulators already have at their disposal several indicators regarding the creditworthiness of particular firms. For instance, in the United States, such indicators include yield spreads of corporate bonds over US Treasury debt, as well as a few equity-market-based measures of credit risk developed by well-known analytical firms. Increasingly, credit default swap premia have been added to the ranks of major indicators of perceived credit risk. Indeed, some market observers have even suggested that prices in the credit default swap market have a tendency to incorporate information more quickly than prices in the corporate bond market given that, at times, it may be easier to enter into swap positions than to buy or sell certain corporate bonds and loans. Whether information truly is reflected first in the credit derivatives or cash markets remains a point of empirical debate, but the fact that both investors and regulators have started to pay closer attention to signals sent out by the credit default swap market is difficult to deny.

An additional potential indirect benefit of the credit default swap market is the possibility that it may encourage greater integration between the corporate bond and bank loan markets, two segments of the credit markets that have remained largely segregated despite their natural common ground. In particular, in part because most credit default swaps generally are physically settled and allow the delivery of either bonds or loans in the event of default, and in part because banks have been stepping up their use of credit derivatives to manage their economic capital, one might expect that banks will increasingly turn to prices observed in the credit derivatives market as important inputs into their own lending decisions. Should this phenomenon come to pass, it will have the potential to encourage greater efficiency and discipline in the credit markets in general, with credit risk being more transparently and consistently priced across the marketplace.
Part II

Main Types of Credit Derivatives
This Page Intentionally Left Blank
Floating-rate notes, FRNs or floaters for short, are among the simplest debt instruments. They are essentially bonds with a time-varying coupon. In this chapter we go over the basics of FRNs and introduce some notation and concepts that will be used throughout the remainder of the book.

4.1 Not a Credit Derivative...

Floating-rate notes are not credit derivatives, but they are featured prominently in the discussion of so many of them—such as credit default swaps, asset swaps, and spread options—that we decided to give them their own chapter in this book.

The main reason for the close link between FRNs and credit derivatives is that, as we shall see below, the pricing of a floater is almost entirely determined by market participants’ perceptions of the credit risk associated with its issuer. As such, floaters are potentially closer to credit default swaps than to fixed-rate corporate notes, which, as the name suggests, are bonds with a fixed coupon.

4.2 How Does It Work?

The variable coupon on a floating-rate note is typically expressed as a fixed spread over a benchmark short-term interest rate, most commonly three- or
six-month LIBOR (London Interbank Offered Rate). LIBOR is the rate at which highly rated commercial banks can borrow in the interbank market. Therefore, one can think of LIBOR as reflecting roughly the credit quality of borrowers with credit ratings varying between A and AA, and thus such borrowers are able to issue FRNs with a spread that is either zero or close to it. Intuitively, someone with a lower/higher credit quality than these borrowers would presumably issue floaters with a positive/negative spread over LIBOR.

The mechanics of an FRN is quite simple and can be best understood with an example. Consider a corporation that needs to raise $100 million in the capital markets and that has decided to do so by issuing four-year floaters that will pay coupons semiannually. Floaters are typically issued at “par” or very close to par, meaning that their initial market price will be equal or very close to their face value, $100 million in this case. Suppose that in order for the corporation’s floaters to be issued at par, they have to be issued with a fixed spread of 80 basis points over six-month LIBOR. This is called the par floater spread or the spread that makes the floater be priced at its face value. (We will address pricing issues in further detail later. For now, we can deduce that this issuer has a credit rating that is likely inferior to A given that it had to offer a positive spread over LIBOR in order to be able to sell its floaters at par.)

When the floater is issued, investors know what their first coupon payment will be, although the actual coupon payment will be received only six months forward. In particular, that coupon will be the sum of the current value of six-month LIBOR plus the 80 basis point spread required to sell the floater at par. Thus, assuming that six-month LIBOR is 6 percent, the first coupon will be equal to 6.8 percent, or 3.4 percent on a semiannual basis. Future coupons are not known in advance as they will be reset on each payment date according to the then prevailing six-month LIBOR. For instance, suppose that when the first coupon becomes due, six-month LIBOR happens to be 6.2 percent. That would result in the floater’s second coupon being reset to 7 percent on an annual basis. The process continues like this until the end of the four-year period covered by the floater. As with standard fixed-income bonds, the last payment will also include the repayment of the full $100 million face value of the floater.

Table 4.1 details the cash flows of the four-year floater under consideration using hypothetical values for six-month LIBOR over the life of the instrument. Again, at any point in time, investors only know the value of the next coupon payment. The size of subsequent payments will be determined one at a time at each reset date of the floater. All that investors know about these future payments is that they will be based on an annualized coupon 80 basis points higher than the six-month LIBOR prevailing at the immediately preceding reset date.
### 4.4 Valuation Considerations

#### TABLE 4.1
Cash Flows of a Hypothetical Floater\(^a\)
(Face value = $100 million; Spread = 80 basis points)

<table>
<thead>
<tr>
<th>Reset Date (years from now)</th>
<th>6-month LIBOR (percent)</th>
<th>Coupon (percent, annual)</th>
<th>Cash Flow ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6.0</td>
<td>6.8</td>
<td>-100.00</td>
</tr>
<tr>
<td>.5</td>
<td>6.2</td>
<td>7.0</td>
<td>3.40</td>
</tr>
<tr>
<td>1</td>
<td>6.2</td>
<td>7.0</td>
<td>3.50</td>
</tr>
<tr>
<td>1.5</td>
<td>6.1</td>
<td>6.9</td>
<td>3.50</td>
</tr>
<tr>
<td>2</td>
<td>6.0</td>
<td>6.8</td>
<td>3.45</td>
</tr>
<tr>
<td>2.5</td>
<td>5.8</td>
<td>6.6</td>
<td>3.40</td>
</tr>
<tr>
<td>3</td>
<td>5.8</td>
<td>6.6</td>
<td>3.30</td>
</tr>
<tr>
<td>3.5</td>
<td>5.7</td>
<td>6.5</td>
<td>3.30</td>
</tr>
<tr>
<td>4</td>
<td>5.4</td>
<td>—</td>
<td>103.25</td>
</tr>
</tbody>
</table>

\(^a\)A negative cash flow denotes a payment from the investor to the note issuer.

#### 4.3 Common Uses

Banks are relatively frequent issuers of FRNs, especially in Europe. US corporations occasionally do issue floaters as well, but it is fair to say that the market for FRNs is significantly smaller than that for fixed-rate corporate bonds. Some sovereign debt is also issued in the form of FRNs.

From the credit investor’s standpoint, FRNs have one key advantage over their fixed-rate cousins. As noted, the value of a portfolio of floaters depends almost exclusively on the perceived credit quality of their issuers represented in the portfolio. Thus, similar to someone who has sold protection in a credit default swap, the FRN investor has primarily bought some exposure to credit risk. In contrast, an investor who is long a corporate bond with a fixed coupon is exposed primarily to both credit and interest rate risk, the latter arising from the fact that prices of fixed-coupon bonds move in the opposite direction of market interest rates. (As we shall see below, floaters have very little interest rate risk.)

#### 4.4 Valuation Considerations

Let us take a closer look at the factors that influence the pricing of a floating-rate note. As the above example suggested, the most important factor is, by far, the credit quality of the issuer. Our intuition should
tell us that the riskier the issuer, the higher the spread over LIBOR will it have to offer in the marketplace in order to attract willing investors. At the same time, an AAA-rated issuer would generally be able to sell its notes at a negative spread relative to LIBOR as its creditworthiness would be superior to that of even the highly rated banks that borrow and lend in the interbank market.

While understanding the relationship between FRN spreads and credit risk is straightforward, the fact that floaters are relatively insensitive to other types of risk, particularly interest risk, may not be so obvious. To see this, let us consider first a fixed-rate note, perhaps the corporate debt security with which people are the most familiar. For simplicity, assume that the note was bought for its par value. Suppose a couple of months go by and market interest rates rise unexpectedly. What happens to the market value of the note? The purchaser of the note finds itself in the unenviable position of holding a security that now pays a coupon based on a below-market interest rate. The market value of the bond naturally falls. Of course the opposite would have been true if market interest rates had fallen. The main point here is that the fixed-rate note investor does not know whether market interest rates will rise or fall. That is the nature of interest rate risk!

Would the holder of a floating-rate note, also bought for par and at the same time as the fixed-rate note, fare any better than the fixed-rate note investor under the same circumstances? Suppose that the sudden rise in market interest rates happened just before a reset date for the floater. That means that the floater’s coupon will soon be increased to reflect the recent rise in market rates. More important, the rise in the coupon will be such that, provided the credit quality of the issuer has remained the same, the floater will continue to be valued at par. Not much interest rate risk here! When market rates increase, the coupon increases; when rates decline, the coupon declines . . . and the floater continues to be valued at par. (We will show this in a numerical example below, after we introduce some simple valuation principles more formally.)

The careful reader probably noticed that we assumed that the sudden rise in market interest rates happened just before one of the floater’s reset dates. What if the increase in market rates had happened right after a reset date? Given that the floater’s coupon changes only at reset dates, the holder of the floater would temporarily be receiving a coupon based on

---

1 There is one sense in which a fixed-rate note investor may not care about interest rate risk. Suppose the investor paid par for the note, plans to hold on to it until its maturity, and is not particularly concerned about what will happen to its value during the intervening time. Assuming no default by the note issuer, the investor will receive par back when the note matures regardless of where market interest rates are at that point.
a below-market rate. The key word here is “temporarily” as the floater’s coupon would eventually adjust to prevailing market rates and thus the resulting effect on the market price of the floater is generally very small. The risk of movements in market rates in between reset dates is what market participants call “reset risk.” We will examine reset risk more closely below. For now it suffices to say that reset risk is not a major factor in the pricing of floaters as the time between reset dates is typically short, generally six months at the most.

Table 4.2 uses a numerical example to highlight key aspects regarding the pricing of floating-rate notes and to draw some comparisons with fixed-rate notes. Let us continue to use the hypothetical four-year floater detailed in Table 4.1; indeed columns (1) through (3) and (5) are taken directly from Table 4.1. What is new in Table 4.2 is the fact that we now also consider a hypothetical fixed-rate note issued by the same corporation. By assumption, the fixed-rate note pays a fixed-coupon of 6.8 percent per annum—the same initial coupon of the floater—and has the same maturity, face value, and payment dates as the floater. We now also make the explicit simplifying assumption that the corporation faces a flat term structure of interest rates, i.e., it can borrow at a fixed rate of 6.8 percent regardless of the maturity of its debt. The table shows, in the first row of columns (5) and (6) that the investor paid the par value of both securities at time 0. How can we show that these are “fair” market prices? Let us start with the fixed-rate note, which in some respects is easier to price than the floater.

A basic valuation principle for any financial security is that its market value today should reflect the (appropriately defined) expected present (discounted) value of its future cash flows. In the absence of default, we know exactly what the cash flows of the fixed-rate security will be. The only thing we need to do to derive the market value of the fixed-rate note is discount these future cash flows to express them in terms of current dollars and add them up. Let $D(0, t)$ denote the discount factor that corresponds to today’s (time-0) value of a dollar to be received at time $t$. Those familiar with simple bond math will recognize $D(0, t)$ as today’s price of a zero-coupon bond that will mature at time $t$—see Appendix A for a brief refresher on basic concepts from bond math. Assuming that the debt instruments of the issuer have no recovery value in the event of default, we can write today’s value of the four-year fixed-rate note, denoted below as $V^{FX}(0, 8)$, as

$$V^{FX}(0, 8) = \left[ \sum_{t=1}^{8} \left( D(0, t) \frac{\bar{C}}{2} \right) + D(0, 8) \right] P \quad \text{(4.1)}$$

where $\bar{C}$ is the fixed annual coupon rate paid by the note at time $t$—as shown in Table 4.2, $\bar{C} = 6.8$ percent or 0.068—$P$ is the face value of the note—$100$ million—and $D(0, t)$ is the discount factor, as seen from time 0,
TABLE 4.2
Valuation of Fixed- and Floating-rate Notes
(Face value = $100 million; Spread = 80 basis points)

<table>
<thead>
<tr>
<th>Reset Date (yrs hence)</th>
<th>6-month LIBOR (percent)</th>
<th>Coupons (percent, annual)</th>
<th>Cash Flows ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Floater</td>
<td>Fixed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>Floater</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>0</td>
<td>6.0</td>
<td>6.8</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−100.00</td>
</tr>
<tr>
<td>0.5</td>
<td>6.2</td>
<td>7.0</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.40</td>
</tr>
<tr>
<td>1</td>
<td>6.2</td>
<td>7.0</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.50</td>
</tr>
<tr>
<td>1.5</td>
<td>6.1</td>
<td>6.9</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.50</td>
</tr>
<tr>
<td>2</td>
<td>6.0</td>
<td>6.8</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.45</td>
</tr>
<tr>
<td>2.5</td>
<td>5.8</td>
<td>6.6</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.40</td>
</tr>
<tr>
<td>3</td>
<td>5.8</td>
<td>6.6</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.30</td>
</tr>
<tr>
<td>3.5</td>
<td>5.7</td>
<td>6.5</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.30</td>
</tr>
<tr>
<td>4</td>
<td>5.4</td>
<td>—</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>103.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>103.40</td>
</tr>
</tbody>
</table>

*A negative cash flow denotes a payment from the investor to the note issuer.

relevant for a cash flow received at time $t$. Thus, for instance, given the assumption of semianual payments, $D(0, 2)\frac{C}{2}P$ is today’s value of the coupon payment that will be received one year from the present date.

Which zero-coupon bond prices should we use to discount the future payments promised by the note issuer? If there were not default risk associated with the issuer, one might just use zero-coupon bond prices derived, say, from the US Treasury yield curve, which is typically assumed to be a good representation of the term structure of default-free interest rates. In the presence of credit risk, however, the prudent investor might want to discount these future payments at a higher rate. How much higher? The answer is in the issuer’s own yield curve, which we assumed to be flat at 6.8 percent in this example. Given this yield curve, one can derive the prices of zero-coupon bonds associated with the issuer. For now we will focus on discretely compounded rates. As shown in Appendix A, for $j = 1, 2, \ldots, 8$, one can write $D(0, j)$ as

$$D(0, j) = \frac{1}{(1 + R(0, j)/2)^j} \quad (4.2)$$

*The zero-recovery assumption means that the note becomes worthless upon default. We make this assumption here for the sake of simplicity only. Different recovery assumptions are discussed in Part III.*
where \( R(0, j) \) is the semiannually compounded zero-coupon bond yield, derived from the issuer’s yield curve, that corresponds to the maturity date \( j \). Given the flat yield curve assumption, \( R(0, j) = 0.068 \) for all maturities \( j \). Thus, we obtain \( D(0, 1) = 0.9671 \), \( D(0, 2) = 0.9353 \), etc. By carrying on with these calculations and substituting the results into equation (4.1) we find that \( V^{FX}(0, 8) = $100 \) million, which is what is shown in Table 4.2.

We can use similar principles to value the floater, except that in this case the associated future cash flows are unknown even in the absence of default. For instance, we do not know today what six-month LIBOR will be in one year’s time. How can we verify that the floater is indeed worth par given the assumptions underlying Table 4.2?

It can be shown that the following relationship holds for a par floater:

\[
P = \left[ \sum_{t=1}^{N} \left( D(0, t) \frac{F^*(0, t-1, t) + \hat{S}}{2} \right) + D(0, N) \right] P \tag{4.3}
\]

where \( F^*(0, t-1, t) \) is the discretely compounded forward LIBOR rate, as seen at time 0, that corresponds to a future loan that will start at a future date \( t-1 \) and end at \( t \), and \( \hat{S} \) is the issuer’s par floater spread. Thus, the forward rate that applies to this particular issuer would be \( F^*(0, t-1, t) + \hat{S} \). By definition of the forward rate, see Appendix A, we have

\[
F^*(0, t-1, t) + \hat{S} \equiv \frac{1}{\delta} \left( \frac{D(0, t-1)}{D(0, t)} - 1 \right) \tag{4.4}
\]

where \( \delta \) is the accrual factor that corresponds to the period between \( t-1 \) and \( t \). For instance, if \( F^* + \hat{S} \) is expressed on an annual basis, \( \delta = 0.5 \) corresponds to the case where the period \([t-1, t]\) is equal to one-half of a year.

If we substitute the above expression for the forward rate into equation (4.3) we find that the term in square brackets simplifies to 1 so that (4.3) holds, verifying what we wanted to show.

Going back to the example in Table 4.2, we can use equation (4.4) to compute the forward rates associated with the note issuer and check whether the assumed spread of 80 basis points over LIBOR is indeed consistent with the floater being sold par at time 0. It is!

Note that we can use an expression analogous to (4.3) to price any floater, not just a par floater. In particular, we can write:

\[
V^{FL}(0, N) = \left[ \sum_{t=1}^{N} \left( D(0, t) \frac{F^*(0, t-1, t) + S}{2} \right) + D(0, N) \right] P \tag{4.5}
\]

where \( S \) is the floater’s spread, which is not necessarily the same as the par spread \( \hat{S} \). Thus, if we know the discount curve for a particular issuer,
we can find the fair market value of a floater paying a generic spread $S$
over LIBOR.

We are now in a position to take another look at the floater’s sensitivity
to changes in market interest rates (reset risk) and to changes in the credit
quality of the issuer. Let us consider first a surprise across-the-board 50
basis point increase in market rates—a parallel shift in the yield curve.
We consider two scenarios. In the first scenario, six-month LIBOR increases
50 basis points six months after it was issued, just before the floater’s first
reset date, but immediately after the first coupon payment is received.
In the second, the rise in rates happens immediately after the floater was
issued.

As noted, the first case illustrates a situation of minimum, virtually
zero, reset risk. Rates rise just before the reset date so the higher level is
immediately reflected in the floater’s coupon. The end result, which can
be verified with help from equation (4.5) is that the market value of the
floater is not affected by the rise in market interest rates.

The second scenario illustrates a case of maximum reset risk. Market
interest rise unexpectedly but investors have to wait for a full accrual period
(six months) before the floater’s coupon will be adjusted. What happens
to the market value of the floater? It falls 0.24 percent, from its par value
of $100 million to $99.76 million. Once the reset date does arrive, however,
the floater’s coupon is adjusted to the prevailing LIBOR, and the floater’s
price reverts to par.

How does the interest rate sensitivity of the hypothetical floater in the
example in Table 4.2 compare to that of the fixed-rate note? Using equation
(4.1), we find that the price of the fixed-rate security falls about 1.5 percent
and 1.7 percent in the first and second scenarios, respectively. Another way
to compare the interest rate sensitivities of the floating- and fixed-rate notes
is to look at their durations, which one can approximate with the following
calculation:

\[
\text{Duration} = - \left( \frac{\text{change in price}}{\text{change in interest rate}} \right) \left( \frac{1}{\text{initial price}} \right) \quad (4.6)
\]

This calculation puts the duration of the floater between 0 and just under
6 months and that of the fixed-rate note at between 3 and 3\(\frac{1}{2}\) years.

An interest rate sensitivity measure that is closely related to duration
is PV01 sensitivity, defined as the change in the price of an instrument
in response to a parallel one basis point shift in both the issuer’s and
benchmark yield curves. The PV01 sensitivities of the hypothetical floating-rate note in Table 4.2 were $0 and $-4,835 in the two scenarios examined,
given the $100 million initial price of the floater. For the fixed-rate note,
the PV01 sensitivities were substantially more pronounced, at $-30,681
and $-34,506 for the two cases analyzed and same initial price.
While the floater has very little sensitivity to changes in market interest rates, a sudden deterioration in the credit quality of the issuer would have a noticeable effect on the prices of both the floating- and fixed-rate notes. In particular, continuing to use Table 4.2 as an illustration, suppose the issuer’s yield curve shifts up 50 basis points in a parallel fashion while other market interest rates remain unchanged. Looking at the floater first, both the forward LIBOR curve and the 80 basis spread written into the floater are unchanged in equation (4.5). Nonetheless, all future payments to be received from the issuer will now be discounted at a higher rate to reflect the issuer’s lower credit quality. As a result, assuming the widening in spreads happens immediately after the notes were issued, the price of the floater declines 1.7 percent. In this particular example the price of the fixed-rate note also declines 1.7 percent as a result of the deterioration in the issuer’s credit quality.\(^3\)

To sum up, the above examples highlight two key points about floating-rate notes. First, they have very little sensitivity to changes in market interest rates. Second, changes in their prices reflect mainly changes in the creditworthiness of issuers. As such, floating-rate notes are closely related to many types of credit derivatives, an issue we shall discuss in greater detail in the next two chapters.

\(^3\)A related concept is that of spread duration, which measures the sensitivity of a bond’s price to a change in its yield spread over a given benchmark rate—typically the yield on a comparable government bond. In the above example, both the floater and the fixed-rate bond have a spread duration of about 3\(\frac{1}{2}\) years.
Asset Swaps

Asset swaps are a common form of derivative contract written on fixed-rate debt instruments. The end result of an asset swap is to separate the credit and interest rate risks embedded in the fixed-rate instrument. Effectively, one of the parties in an asset swap transfers the interest rate risk in a fixed-rate note or loan to the other party, retaining only the credit risk component. As such, asset swaps are mainly used to create positions that closely mimic the cash flows and risk exposure of floating-rate notes.

5.1 A Borderline Credit Derivative...

There is some disagreement among credit derivatives market participants on whether an asset default swap is a credit derivative. Some apparently focus on the fact that the asset swap can be thought of as not much more than a synthetic floater, and a floater is definitely not a credit derivative. Others seem to emphasize the fact that asset swaps can be thought of as a way to unbundle the risks embedded in a fixed-rate security, isolating its credit risk component, much like what other credit derivatives do. For these and other reasons, the difference in opinions regarding asset swaps persists. Indeed, while Risk Magazine’s 2003 Credit Derivatives Survey (Patel, 2003) decided to exclude asset swaps from its range of surveyed products, the 2002 British Bankers Association Credit Derivatives Report included assets swaps in its credit derivatives statistics. The BBA acknowledged the ongoing debate among market participants, but reported that
a majority of key participants considers asset swaps as part of their credit derivatives activities.

Regardless of where the asset swap debate settles, however, asset swaps are important in their own right if one’s goal is to develop a better understanding of credit derivatives. For instance, similar to floating-rate notes, asset swaps are closely related to credit default swaps, which are probably the best-known type of credit derivative.

5.2 How Does It Work?

Those familiar with interest rate swaps will find several similarities between the mechanics of an asset swap and that of an interest rate swap. As with an interest rate swap, an asset swap is an agreement between two parties to exchange fixed and variable interest rate payments over a predetermined period of time, where the interest rate payments are based on a notional amount specified in the contract. Unlike the vanilla interest rate swap, however, where the variable rate is LIBOR flat and the fixed rate is determined by market forces when the contract is agreed upon, the fixed rate in an asset swap is typically set equal to the coupon rate of an underlying fixed-rate corporate bond or loan, with the spread over LIBOR adjusting to market conditions at the time of inception of the asset swap.

But this is not a book about interest rate swaps, nor is detailed knowledge about such instruments a prerequisite for reading this chapter. Figure 5.1 lays out the basic features of an asset swap. Consider an investor who wants to be exposed to the credit risk of XYZ Corp. (the reference entity), but who wants to minimize its exposure to interest rate risk. Assume further that XYZ Corp.’s debt is issued primarily in the form of fixed-rate bonds, which, as we saw in Chapter 4, embed both credit and interest rate risk. The investor can enter into an asset swap with a dealer where the investor will be a floating-rate receiver. (In market parlance, the investor is called the asset swap buyer and the dealer is the asset swap seller.)

The typical terms of the agreement are as follows.

- The investor (the asset swap buyer) agrees to buy from the dealer (the asset swap seller) a fixed-rated bond issued by the reference entity, paying par for the bond regardless of its market price. This is shown in the upper panel of Figure 5.1.

- The investor agrees to make periodic fixed payments to the dealer that are equal to the coupon payments made by the reference bond. The investor essentially passes through the coupon payments made by

\footnote{See Hull (2003)[41] for an overview of interest rate swaps.}
the bond to the dealer. In return the dealer agrees to make variable interest rate payments to the investor, where the variable payments are based on a fixed spread over LIBOR, and the notional principal is the same as the par value of the reference bond. This is shown in the lower panel of Figure 5.1. The coupon payments made by bond and passed along by the investor are denoted as $C$, and the variable rate payments made by the dealer are denoted as $L + A$, where $L$ stands for the relevant LIBOR—typically corresponding to the three- or six-month maturity—and $A$ is the so-called asset swap spread.

- $A$ is typically set so that the initial market value of the asset swap is zero. This implies, for instance, that if the reference bond is trading at a premium over its face value, dealers must be compensated for the fact that they sell the bond to the asset swap buyer for less than its
market value. That compensation comes in the details of the interest rate swap embedded in the asset swap. In the case of a bond that is trading at more than its par value, \( A \) must be such that the dealer’s position in the swap has a sufficiently positive market value at the time of inception of the swap so it will compensate the dealer for selling the bond to the investor “at a loss.”\(^2\)

Assuming there is no default by the reference entity during the life of the asset swap, what happens at its maturity date?

- The investor receives the par value of the reference bond.
- The dealer and the investor are freed from their obligations under the swap after they make their last exchange of payments. As with an interest rate swap, there is no exchange of notional principals at the end of the swap.

What if the reference entity defaults while the asset swap is still in force?

- The asset swap lives on, that is, all rights and obligations of the dealer and the investor are unaffected by the reference entity’s default.
- The investor, however, loses the original source of funding for the fixed rate payments that it is obliged to make to the dealer. The investor also loses its claim on the full par value of the bond, receiving only the bond’s recovery value upon the reference entity’s default.

If the reference entity defaults, the investor and the dealer may decide to terminate the interest rate swap by cash settling it. They will look at the market value of the interest rate swap at that point in time, and the party for whom the interest rate swap has positive market value will be paid accordingly by the other in order to terminate the swap. For instance, suppose both parties agree that the interest rate swap has positive market value of \( Y \) to the dealer. In order to terminate the swap, the investor will pay \( Y \) to the dealer.

### 5.3 Common Uses

Investors who want exposure to credit risk, without having to bother much about interest rate risk, but who cannot find all the floaters they want, can go to the asset swap market to “buy synthetic floaters.” Likewise, investors

\(^2\) We will look at this more explicitly in Section 5.4.
who fund themselves through floating-rate instruments but who hold fixed-rate assets might want to transfer the interest rate risk of their assets to someone else by becoming buyers of asset swaps.

Banks are significant users of asset swaps as they tend to fall in the category of investors mentioned at the end of the last paragraph. Banks traditionally fund themselves by issuing floating-rate liabilities, e.g. deposits, but may hold some fixed-rate assets on their balance sheets, such as fixed-rate bonds and some fixed-rate loans. As we saw in Chapter 4, the interest sensitivity of floating-rate instruments is vastly smaller than that of fixed-rate instruments. As a result, banks and other investors with potentially sizable mismatches between the durations of their liabilities and assets may benefit from buying asset swaps. For instance, a floater-funded investor who invests in fixed-rate bonds could be substantially adversely affected by a sudden rise in market interest rates: Although the value of its liabilities would be relatively unaffected by the rise in rates, that of its assets could potentially plunge.

Some market participants, such as hedge funds, use the asset swap market to exploit perceived arbitrage opportunities between the cash and derivatives market. As discussed above, buying an asset swap is akin to buying a synthetic floater issued by the entity referenced in the swap. It should then be the case that, in the absence of market frictions such as segmentation, poor liquidity, and other transactions costs, par asset swap spreads will tend to remain close to par floater spreads.\(^3\) When the two spreads are deemed to be sufficiently out of line that associated transactions costs of taking positions in both markets are not binding, arbitrageurs will spring into action. For instance, suppose the asset swap spread associated with contracts referencing XYZ Corp. are perceived to be too narrow relative to the spreads paid by floaters issued by XYZ. An arbitrageur could exploit this apparent misalignment in prices in the asset swap and floater markets by selling asset swaps written on XYZ fixed-rate debt and buying XYZ floaters.\(^4\)

Asset swaps can be used to leverage one’s exposure to credit risk. For instance, consider an investor who wants to buy a corporate bond that is trading at a substantial premium over its face value. The investor can either buy the bond in the open market for its full market value or buy it through a par asset swap where the initial cash outlay would be only the bond’s face value. Of course, as with other leveraging strategies, buying the asset swap in this case has the implication that the investor could lose more than the initial cash outlay in the event of default by the bond issuer: If you bought the bond through a par asset swap, and thus paid less than

---

\(^3\) We will take a closer look at the relationship between asset swap spreads and floater spreads towards the end of this chapter.

\(^4\) This arbitrage strategy is discussed further in Section 5.4.2.
the market price of the bond because you also entered into an asset swap that had negative market value to you. Thus, if and when the bond defaults, you may find yourself in a situation where not only you incur a default-related loss in the bond, as would an investor who bought the bond directly in the open market, but you could also find yourself with an interest rate swap that is still against you. In contrast, if you bought the bond directly in the open market, your maximum loss will be your initial cash outlay.

5.4 Valuation Considerations

To understand what goes into the pricing of an asset swap (AP), it is best to think of it as a “package” involving two products: (i) a fixed-rate bond (B), which is bought by the investor from the dealer for par, and (ii) an interest rate swap (IRS) entered between the investor and the dealer. Thus, from the perspective of the asset swap buyer (the investor), the market value of the asset swap can be written as

\[ V_{AP}(0, N) = [V_B(0, N) - P] + V_{IRS}(0, N) \]  

(5.1)

where \( P \) denotes the face value of the bond, and the notation \( V_Y(.) \) is used to represent the market value of \( Y \), whatever \( Y \) may be. For the interest rate swap, we express its market value to the asset swap buyer; the market value to the asset swap seller would be the negative of this quantity.

In words, equation (5.1) says that the value of the asset swap to its buyer at its inception is essentially given by the sum of its two components. The buyer paid par for the bond, but its actual market value, \( V_B(0, N) \), could well be different from par, and thus the buyer could incur either a profit or a loss if the bond were to be immediately resold in the open market. This potential profit or loss is shown by the term in brackets on the right side of the equation. The second component in the valuation of the asset swap is the market value of the embedded interest rate swap between the buyer and the dealer, denoted above as \( V_{IRS}(0, N) \). That swap too may have either positive or negative market value to the buyer.

We see then that the market prices of the reference bond and the embedded interest rate swap determine the market value of the asset swap. Now, the market value of the bond is given to both the dealer and the investor so the main issue of negotiation between the two of them would be the interest rate swap component, more precisely, the spread \( A \) over LIBOR that will be part of the variable-rate payment made to the investor—both LIBOR and the bond’s coupon, which determines the fixed leg of the swap, are also outside of the control of either the dealer or the investor.

Market convention is to set the asset swap spread so that the market value of the entire package, the asset swap, is zero at the inception of
the contract. This means that, if the market price of the bond is above its face value—effectively meaning that the investor bought the bond from the dealer for less than its market price—the dealer must be getting something in return. Indeed, for the privilege of buying the bond at below its market price in this example, the investor agrees to enter into an interest rate swap that has positive market value to the dealer. Thus, for a par asset swap, the asset swap spread will be set such that the market value of the interest rate swap will exactly offset the difference between the par and market values of the bond.

5.4.1 Valuing the Two Pieces of an Asset Swap

Valuing the bond piece of the asset swap is relatively straightforward. We have seen how to do it in Chapter 4—equation (4.1). For convenience, let us repeat the relevant equation here:

\[ V^B(0, N) = \left[ \sum_{i=1}^{N} (D(0, i)\delta_i\bar{C}) + D(0, N) \right] P \]  

(5.2)

where \( V^B(0, N) \) is the time-0 price of a fixed-rate bond that matures at time \( N \); \( \bar{C} \) is the fixed annual coupon paid by the bond at time \( i \); \( P \) is its face value; and \( D(0, i) \) is the time-0 discount factor, derived from the issuer’s yield curve, that represents the present value of $1 payable by the issuer at a future time \( i \).\(^5\) \( \delta_i \) is the accrual factor that corresponds to the period between \( i - 1 \) and \( i \)—for instance, if the bond pays coupons semiannually, \( \delta_i = .5 \). In practice, of course, the price of the fixed-rate bond may be directly observable in the market, but we write down the above expression here as it will come in handy in the valuation of the embedded interest rate swap.

To find the market value of the embedded interest rate swap, we should remember the fundamental principle that the market price of any security essentially is equal to the appropriately discounted value of the future cash flows associated with the security (see Chapter 4). Now consider the fact that an interest rate swap can be thought of as an exchange of a fixed- for a floating-rate liability and we are essentially home! Recall that the asset swap buyer agrees to pay fixed in the interest rate swap, which is akin to selling a fixed-rate bond to the dealer. In particular the market value of the so-called fixed leg of the swap, denoted below as \( V^{XL}(0, N) \) can be

\(^5\) To keep things simple at this point, it is assumed that the bond has no recovery value.
written as

\[ V^{XL}(0, N) = \left[ \sum_{i=1}^{N} (D^*(0, i) \delta_i \bar{C}) \right] P \]  \hspace{1cm} (5.3)

where, as is customary for an asset swap, we assumed that the fixed leg has the same coupon, notional principal, and payment dates as the underlying bond. Before moving ahead, let us take notice of two points. First, we omitted the principal payment at the end of the swap, given that there is no exchange of notional amounts in these contracts. Second, and more important, we used a different set of factors, \( D^*(0, i) \), to discount the future payments of the swap.\(^6\) These should reflect the credit quality of the swap counterparties, either on a stand-alone basis or enhanced via collateral agreements and other mechanisms. For simplicity, let us assume that \( D^*(0, i) \) is derived from the LIBOR curve, which tends to correspond to the average credit quality of the main participants in the asset and interest rate swap markets.

Turning to the other leg of the interest rate swap, the dealer has agreed to make variable-rate payments to the asset swap buyer. This is analogous to selling a floating-rate note to the asset swap buyer. From Chapter 4, equation (4.5), we know how to value a floater. Let \( V^{LL}(0, N) \) represent the market value of the floating-leg of the interest rate swap. Then, we can write

\[ V^{LL}(0, N) = \left[ \sum_{i=1}^{N} (D^*(0, i) \delta_i (F^*(0, i - 1, i) + A)) \right] P \]  \hspace{1cm} (5.4)

where \( A \) is the spread to be paid over LIBOR, which in the current context shall be called the asset swap spread, and \( F^*(0, i - 1, i) \) is forward LIBOR, as seen from time 0, for a deposit to be made at time \( i - 1 \) with maturity at time \( i \). Notice again that we are discounting the future payments of the swap using the LIBOR curve and that we are omitting the repayment of principal at the end of the contract.

We are now in a position to derive the market value of the IRS embedded in the asset swap. From the point of view of the asset swap buyer, who receives the floating and pays fixed, we have:

\[ V^{IRS}(0, N) = V^{LL}(0, N) - V^{XL}(0, N) \]  \hspace{1cm} (5.5)

and thus we now have all necessary ingredients for valuing the entire asset swap.

\(^6\) \( D(0, i) \) corresponds to discount factors that reflect the credit quality of the reference entity.
Remember again that the market practice is to choose a value for $A$, the asset swap spread, such that the asset swap has zero market value at its inception. To see how we can find this value of $A$, called the par asset spread, let us rewrite (5.1) using the results derived thus far:

$$V^{AP}(0,N) = [V^B(0,N) - P] + [V^{LL}(0,N) - V^{XL}(0,N)]$$  \hspace{1cm} (5.6)

Finding the par asset swap spread, $\hat{A}$, amounts to solving the above equation for $A$ while setting $V^{AP}(0,N)$ to zero. To do this note that we can rewrite (5.4) as

$$V^{LL}(0,N) = \left[ \sum_{i=1}^{N} (D^*(0,i)\delta_i F^*(0,i-1,i)) + A \sum_{i=1}^{N} (\delta_i D^*(0,i)) \right] P \hspace{1cm} (5.7)$$

Adding and subtracting $D^*(0,N)P$ to equation (5.7), and remembering that

$$\left[ \sum_{i=1}^{N} (D^*(0,i)\delta_i F^*(0,i-1,i)) + D^*(0,N) \right] P$$

is nothing more than the market value of a par floater with a zero spread over LIBOR—see equation (4.3) and recall the definitions of $D^*(0,i)$ and $F^*(0,i-1,i)$—we can write:

$$V^{LL}(0,N) = \left[ 1 + A \sum_{i=1}^{N} (\delta_i D^*(0,i)) - D^*(0,N) \right] P \hspace{1cm} (5.8)$$

After substituting the above expression into (5.6) and rearranging some terms, one obtains

$$0 = V^B(0,N) + A \sum_{i=1}^{N} \delta_i D^*(0,i)P - V^{XL}(0,N) - D^*(0,N)P \hspace{1cm} (5.9)$$

Note now that the last two terms of the above expression have a natural financial interpretation. They represent the present discounted value of the cash flows of the bond underlying the asset swap, where the discount factors were derived from the LIBOR curve, instead of from the bond issuer’s yield curve. Let us denote this quantity $V^{B^*}(0,N)$, which is consistent with the
notation of using the superscript * to denote variables derived from the LIBOR curve. Then we can write

\[ 0 = V^B(0, N) - V^{B*}(0, N) + A \sum_{i=1}^{N} \delta_i D^{*}(0, i) P \]  

(5.10)

and it is easy to see that the par asset swap spread \( \hat{A} \) is

\[ \hat{A} = \frac{V^{B*}(0, N) - V^B(0, N)}{\sum_{i=1}^{N} D^{*}(0, i) \delta_i P} \]  

(5.11)

which has the intuitive interpretation that the par asset swap spread will be positive if \( V^{B*} > V^B \), which in turn means that the discount factors associated with the reference entity, \( D(0, i) \), are lower than those derived from the LIBOR curve, \( D^{*}(0, i) \). Recall that lower discount factors mean heavier discounting of future cash flows. The fact that the cash flows of the bond issued by the reference entity are discounted more heavily than the cash flows of the fixed leg of the swap leads to \( V^{B*}(0, N) > V^B(0, N) \), which would imply that the issuer has a lower credit quality than that embedded in LIBOR and thus its asset swap spread should be positive.

5.4.2 Comparison to Par Floaters

Let us look at the cash flows associated with the par asset swap just described, focusing on the investor’s (asset swap buyer’s) position. As Figure 5.1 showed, the investor paid par at the time of inception of the asset swap, and in return was promised a net cash flow of \( L + A \) for as long as the reference entity does not default. Recall that, by the nature of the contract, the cash flow received from the bond is exactly offset by the fixed-rate payments made by the investor to the dealer. Should the reference entity default while the asset swap is still in place, the investor loses the bond—assume for simplicity that the bond has no recovery value—and is left with a position in an interest rate swap that may have either positive or negative value.

Notice that the net cash flow of the asset swap looks very much similar to the cash flows of a par floater. As discussed in Chapter 4, the par floater buyer pays par for the note and, assuming the note issuer does not default on its obligations, receives variable interest rate payments based on \( L + S \) each period until the the floater’s maturity date. Should the par floater issuer default during the life of the floater, and continuing to assume zero recovery, the investor is left with nothing.

Thus, setting aside the topic of counterparty credit risk in the interest rate swap for the moment, were it not for the possibly non-zero value of
the interest rate swap at the time of the reference entity’s default, the cash flow of the asset swap would be identical to that of this par floater. To see this, let us take a look at Table 5.1 where we consider an asset swap where, unlike the asset swap described in Figure 5.1, the embedded interest rate swap is terminated without regard to its market value upon default by the reference entity.

Table 5.1 shows the cash flows of two hypothetical par products, a floater paying a spread of \( S \) over LIBOR and an asset swap with a spread of \( A \), also over LIBOR. We assume that the asset swap is written on a bond issued by the same reference entity that issued the floater and that they have the same maturity, payment dates, and principal amounts. For simplicity, we assume that payments are annual. If there is no default by the reference entity, the floater and the asset swap will pay \( L + S \) and \( L + A \), respectively each period. In addition, the last period includes the par values of the floater and asset swap. This is shown in the upper panel of the table.

Suppose now the reference entity defaults on its obligations at year 2 before making its annual interest rate payments and assume that these obligations have no recovery value. The cash flows of the two products are shown in the lower panel of Table 5.1.

### TABLE 5.1

Cash Flows of a Par Floater and a Par Asset Swap

(Assuming that the swap is terminated upon default by the reference entity, without regard to its market value.)

<table>
<thead>
<tr>
<th>Year</th>
<th>Floater</th>
<th>Asset Swap</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(2) minus (3)</td>
</tr>
</tbody>
</table>

A. Assuming no default by the reference entity

<table>
<thead>
<tr>
<th>Year</th>
<th>Floater</th>
<th>Asset Swap</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>( L + S )</td>
<td>( L + A )</td>
<td>( S - A )</td>
</tr>
<tr>
<td>2</td>
<td>( L + S )</td>
<td>( L + A )</td>
<td>( S - A )</td>
</tr>
<tr>
<td>3</td>
<td>( L + S )</td>
<td>( L + A )</td>
<td>( S - A )</td>
</tr>
<tr>
<td>4</td>
<td>( 1 + L + S )</td>
<td>( 1 + L + A )</td>
<td>( S - A )</td>
</tr>
</tbody>
</table>

B. Assuming default by the reference entity at \( t = 2 \).

<table>
<thead>
<tr>
<th>Year</th>
<th>Floater</th>
<th>Asset Swap</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>( L + S )</td>
<td>( L + A )</td>
<td>( S - A )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)From the perspective of the buyer. Notional amount = \$1.

\(^b\)Assuming default occurs at the very beginning of year 2.
What is the relationship between the par floater and par swap spreads shown in Table 5.1? Notice that the two investment alternatives have the same initial cost, same payment dates, and same risk exposure. In either case, the investor is exposed to the credit risk of the reference entity. Thus, it must be the case that $S - A = 0$, i.e., they must generate the same cash flow. To see this, consider what would happen if, say, $S > A$. In this case one could buy the floater and sell an asset swap. Notice that this investment strategy costs nothing at year 0; one can finance the purchase of the floater with the sale of the asset swap. One would then enjoy a positive net income of $S - A$ per period during the life of the swap for as long as the reference entity remains solvent. If the reference entity does default during the life of the swap, both the floater and the asset swap become worthless. The point here is that this is an arbitrage opportunity that cannot persist in an efficient market. Other investors would see this opportunity and attempt to exploit it, putting downward pressure on the floater spread—faced with strong demand for its floaters, the floater issuer would be able to place them in the market with a lower spread—and upward pressure in the asset swap spread—asset swap buyers would be able to ask for a higher spread if people are rushing to sell them. Thus, the asset swap and par floater spreads illustrated in Table 5.1 should be the same.

Unlike the hypothetical example in Table 5.1, however, the typical asset swap does not specify the automatic termination of its embedded IRS without regard to its market value upon default by the reference entity. As a result, the par asset swap spread will generally not be equal to the par floater spread of the reference entity. In particular, the asset swap spread will take into account the fact that the value of the embedded IRS will commonly be nonzero and thus the asset swap buyer has some exposure to the value of the IRS should the reference entity default. In practice, however, such exposure tends to be small, especially when the reference bond is trading at close to par at the time of inception of the asset swap and so par asset swap and par floater spreads tend not to diverge significantly from one another.

Thus far, we have abstracted from counterparty credit risk in the embedded IRS, or the risk that one of the IRS counterparties will default on its IRS obligations. If that risk were significant, it could drive a substantial

---

7 Note that we have just encountered the first example of pricing a credit derivative via the static replication approach discussed in Chapter 1. We will do a lot more of this in the remainder of the book.

8 With the bond trading at close to par at the time of inception of the asset swap, the market value of the embedded IRS will be close to zero. That would suggest about even odds that future values of the IRS will be positive to the asset swap buyer—if the IRS were more/less likely to have positive than negative value to the asset swap buyer in the future, the market value of the IRS to the asset swap buyer would have been positive/negative.
wedge between par asset swap and par floater spreads as investing on a par floater involves only the credit risk of the floater issuer, whereas entering into the asset swap would encompass both this risk and the risk associated with default in the embedded IRS. In reality, however, counterparty credit risk tends to be mitigated in the asset swap market via the use of credit enhancement mechanisms such as netting and collateralization.

To sum up, similar to the pricing of a par floater, the main determinant in the pricing of a par asset swap is the credit quality of the reference entity. Nonetheless, other factors potentially enter into the pricing of asset swaps, such as counterparty credit risk and the default-contingent exposure of the asset swap buyer to the market value of the embedded interest rate swap. Still, the contribution of these factors to the determination of the asset swap spread tends to be small relative to that of the credit risk of the reference bond. That is why asset swaps are viewed essentially as synthetic floating-rate notes. Having said that, however, as mentioned in Chapter 1, other “technical” factors do affect asset swap spreads in practice, such as differences in liquidity between the corporate bond and asset swap markets, market segmentation, and other supply and demand influences.
Credit default swaps (CDS) are the most common type of credit derivative. According to different surveys of market participants, which were summarized in Chapter 2, CDS are by far the main credit derivatives product in terms of notional amount outstanding. Their dominance of the marketplace is even more striking in terms of their share of the total activity in the credit derivatives market.\footnote{CDS transactions are much more common than multi-name credit derivatives such as synthetic collateralized debt obligations, but the latter have substantially larger notional amounts.} As actively quoted and negotiated single-name instruments, CDS are important in their own right, but their significance also stems from the fact that they serve as building blocks for many complex multi-name products.\footnote{We shall examine some multi-name instruments in Chapters 9 through 11 and in Part IV.}

The rising liquidity of the credit default swap market is evidenced by the fact that major dealers now regularly disseminate quotes for such contracts. Furthermore, along with risk spreads in the corporate bond market, CDS quotes are now commonly relied upon as indicators of investors’ perceptions of credit risk regarding individual firms and their willingness to bear this risk. In addition, quotes from the CDS market are reportedly increasingly used as inputs in the pricing of other traditional credit products such as bank loans and corporate bonds, helping promote greater integration of the various segments of the credit market.
6.1 How Does It Work?

A credit default swap is a bilateral agreement between two parties, a buyer and a seller of credit protection. In its simplest “vanilla” form, the protection buyer agrees to make periodic payments over a predetermined number of years (the maturity of the CDS) to the protection seller. In exchange, the protection seller commits to making a payment to the buyer in the event of default by a third party (the reference entity). As such, a credit default swap shares many similarities with traditional insurance products. For instance, car owners generally go to an insurance company to buy protection from certain car-related financial losses. The car insurance company collects a stream of insurance premiums from its customers over the life of the contract and, in return, promises to stand ready to make payments to customers if covered events (accidents, theft, etc.) occur.

Figure 6.1 illustrates the basic characteristics of a credit default swap. In a typical credit default swap, a protection buyer purchases “default insurance” from a protection seller on a notional amount of debt issued by a third party (the reference entity). The notional quantity, in effect, represents the amount of insurance coverage. In the credit default swap market, the annualized insurance premium is called the “credit default swap spread,” or “credit default swap premium,” which is quoted as a fraction of the notional amount specified in the contract and generally set so that the contract has zero market value at its inception. As an illustration, the credit default swap represented in the diagram has a notional amount of $100 and an associated premium of 40 basis points. Thus, the protection buyer pays 40 cents per year for each $100 of notional amount in exchange for protection against a default by the reference entity. Typically, CDS premiums are paid quarterly so that, in this example, the protection seller agrees to pay 10 cents per quarter for each $100 of desired credit protection.

![Figure 6.1. Example of a Credit Default Swap](image-url)
In the event of default by the reference entity, a CDS can be settled physically or in cash, with the settlement choice determined upfront when entering the contract. In a physically settled swap, the protection buyer has the right to sell (deliver) a range of defaulted assets to the protection seller, receiving as payment the full face value of the assets. The types of deliverable assets are also prespecified in the contract. For instance, the typical CDS determines essentially that any form of senior unsecured debt issued by the reference entity is a deliverable asset, and thus any bank loan or bond that meets this criterion is a deliverable asset.

In a cash settled swap, the counterparties may agree to poll market participants to determine the recovery value of the defaulted assets, and the protection seller is liable for the difference between face and recovery values. The asset or types of assets that will be used in the poll are prespecified in the contract. Cash settlement is more common in Europe than in the United States, where, by far, the majority of CDS are physically settled.

As mentioned in Chapters 1 and 3, the adoption of standardized documentation for credit default swap agreements has played an important role in the development and greater liquidity of the CDS market. The use of master agreements sponsored by the International Swaps and Derivatives Association (ISDA) is now a common market practice, significantly reducing setup and negotiation costs. The standard contract specifies all the obligations and rights of the parties as well as key definitions, such as which situations constitute a “credit event”—a default by the reference entity—and how a default can be verified. Regarding the former, for instance, CDS contracts generally allow for the following types of default events:

- bankruptcy
- failure to pay
- debt moratorium
- debt repudiation
- restructuring of debt
- acceleration or default

Some of these events are more common in contracts involving certain types of reference names. For instance, moratorium and repudiation are typically covered in contracts referencing sovereign borrowers. In addition, especially in the United States, CDS contracts are negotiated both with and without restructuring included in the list of credit events. In Chapter 24 we discuss the standardized ISDA contract for credit default swaps in some detail, including the specific definitions of each of these credit events.
The maturity of a credit default swap does not have to match that of any particular debt instrument issued by the reference entity. The most common maturities of credit default maturities are 3, 5, and 10 years, with the five-year maturity being especially active.

It is possible, and increasingly easier, to terminate or unwind a credit default swap before its maturity (and this is commonly done) in order to extract or monetize the market value of the position. Typically, unwinding a CDS position involves agreement by both parties in the contract regarding the market value of the position. The party for whom the position has negative market value then compensates the other accordingly. Alternatively, a party may be able to close out its position by assigning it to a third party, but this generally requires mutual approval of both new counterparties.

6.2 Common Uses

From the analogy with traditional insurance products, it becomes obvious what the most direct uses of credit default swaps are. At the most basic level, protection sellers use credit default swaps to buy default insurance, and protection sellers use them as an additional source of income. In practice, however, market participants’ uses of credit default swaps go well beyond this simple insurance analogy. Indeed, because credit default swaps are the main type of credit derivative, we have indirectly discussed many of their most common applications in the general discussion of uses of credit derivatives in Chapter 3. We shall only briefly review them here, devoting more space in this chapter to those applications that are more germane to the credit swaps or that were not specifically covered in Chapter 3.

6.2.1 Protection Buyers

As we saw in Chapter 3, credit derivatives in general, and credit default swaps in particular, allow banks and other holders of credit instruments to hedge anonymously their exposure to the credit risk associated with particular debtors. Thus, while the credit instruments may remain in the holder’s balance sheet—which may be important particularly to banks for relationship reasons—the associated credit risk is transferred to the protection seller under the CDS contract. From the perspective of the protection buying end of the market, here is where the car insurance analogy works best; you can keep your car while shifting some of the associated financial risk to an automobile insurance company.

\[3\] The valuation of CDS positions (marking to market) is discussed in Part III.
As discussed in Section 3.4, however, some market participants may want to buy protection through credit default swaps even if they have no exposure to the reference entity in question. In particular, buying protection is akin to shorting the reference entity’s debt as the market value of the protection buyer’s position in the swap would increase in the event of a subsequent deterioration in the credit quality of the reference entity.

6.2.2 Protection Sellers

On the other side of the market, as we also discussed in Chapter 3, sellers of default protection see the credit default swap market as an opportunity to enhance the yields on their portfolios and diversify their credit risk exposure. Here again there is a straightforward analogy to selling traditional insurance policies. For as long as the events covered in the contract do not occur, protection sellers receive a steady stream of payments that essentially amount to insurance premiums.

Of course, prospective protection sellers could, in principle, simply buy debt instruments issued by the desired reference entities directly in the marketplace in order to obtain potentially yield enhancement and portfolio diversification benefits similar to those provided by credit default swaps. Furthermore, buying credit risk through outright long positions in, say, corporate bonds and loans, has the advantage of not exposing one to counterparty credit risk in the CDS contract.

One may thus ask the following question: In addition to the fact that there are so-called natural buyers of default protection, what motivates someone to sell protection in the CDS market? As noted in Section 3.3, the unfunded nature of many credit derivatives, including typical credit default swaps, distinguishes them importantly from cash market instruments such as bonds and bank loans.

For instance, credit default swaps allows an investor to obtain, say, exposure to $10 million worth of debt issued by XYZ Corp. with essentially no upfront cost other than a possible initial posting of collateral. In contrast, that same exposure would have required a sizable initial cash outlay by the investor if the exposure were obtained in the form of a direct purchase of bonds or loans issued by XYZ Corp. In other words, the investor would have to use its scarce capital to fund its purchase of credit risk if that risk were obtained via an outright purchase of bonds or loans, whereas credit risk obtained through credit default swaps involves essentially little or no funding requirement.4

4If the investor could finance the cost of the outright purchase in the repo market for bonds or loans issued by XYZ Corp., the transaction could also be characterized as one requiring little or no funding. The investor would buy the bond or loan for its market price of, say, Y and immediately repo it out, essentially using the bond or loan
In Section 3.3 we also mentioned the use of credit derivatives to create synthetic long positions in corporate debt—instead of holding the credit risk assets outright, one sells protection in the credit derivatives market. This use of credit derivatives highlights the fact that, in addition to their unfunded nature, credit default swaps might be particularly attractive to investors in situations where outright positions in the cash market regarding an individual reference entity are difficult to establish. Consider, for instance, a firm whose debt is closely held by a small number of investors. For an investor who wants to obtain some credit risk exposure to that firm, but who cannot buy its debt instruments directly in the cash market, selling protection via a CDS contract becomes a potentially appealing alternative. Our financial intuition should tell us—and this will be confirmed below—that the income that the investor will receive under the CDS contract will be closely linked to the cash flow that it would have received if buying the reference entity’s debt directly.

6.2.3 Some Additional Examples

We shall consider two simple, specific applications of credit default swaps from the perspective of both sellers and buyers of protection. First, we examine the case of a highly rated investor who wants to generate some additional income while minimizing the exposure to credit risk. Second, we discuss the situation of a below-investment grade investor who wants exposure to high-quality credits, but who faces high funding costs in the financial markets. These examples highlight the importance of investors’ funding costs, an issue we will turn back to in the discussion of valuation issues regarding credit default swaps.

Synthesizing a (relatively) riskless asset. Consider an investor who establishes a hedged position in a certain credit: The investor buys bonds issued by a given reference entity and simultaneously buys protection in a credit default swap that references that same entity. The investor funds the purchase of the bonds by borrowing in the financial market. The investor’s net income on the bond is then given by the spread between the yield paid by the bond and its funding costs. If that spread is wide enough, i.e., if the investor’s creditworthiness is strong enough that it can fund itself at a relatively low cost, the net income derived from the purchase of the bond as collateral for a loan in the amount of $Y$. The net result of these two simultaneous transactions would be that an initial cash outlay of zero for the investor—the purchase of the bond was financed by the proceeds of the repo transaction involving the bond—and a net income of $C_y - C_r$, where $C_y$ is the coupon payment made by the bond and $C_r$ is the payment made by the investor to its repo counterparty. While this works well in theory, in practice the repo market for corporate debt is still at a very early stage of development even in the United States, where the market for corporate debt instruments is generally more developed than in other parts of the world.
may well exceed the payments made by the investor under the terms of the credit default swap. The net result of this hedged credit position is thus a synthetic asset that is relatively free from credit risk. We say relatively free because the investor is still exposed to the credit risk of its default swap counterparty, although the extent of that exposure can be mitigated via netting and collateralization.

Adding highly rated assets to one’s portfolio. The previous example works well for investors with relatively low funding costs. For a less creditworthy investor, the net income derived from holding the bond on the balance sheet may well be lower than the cost of buying protection in a credit default swap, resulting in a net negative income stream from the hedged portfolio position. Worse still, if the yield on the corporate bond is lower than the investor’s cost of funds, it might make little sense for the investor to buy the bond in the first place. What if the investor wanted to add the credit risk of this particular issuer to its portfolio? A potentially more cost effective way to do it would be to sell protection in a CDS that references that issuer. Because CDS are unfunded instruments, the investor can effectively bypass the funding market, where its costs are high, and more profitably “add” higher-quality credits to its portfolio.

6.3 Valuation Considerations

Suppose you are asked to estimate the cost of buying protection against default by a given reference entity. Consistent with the car insurance analogy discussed at the beginning of this chapter, you know that the higher the credit risk associated with the entity, the higher the price of protection. (A car that is more prone to accidents will command a higher insurance premium.) But you need to come up with a specific number. How high should the credit default swap premium be for this particular reference entity?

As we did in Chapter 5, when we priced a simple variant of the asset swap, we will make use of the static replication approach to valuing financial assets. That approach tells us that if we can devise a portfolio made up of simple securities that replicates the cash flows and risk characteristics of the contract we want to price, the price of that contract is, in the absence of arbitrage opportunities, simply the price of setting up the replicating portfolio.\footnote{There are other technical conditions that the replicating portfolio must satisfy, such as the requirement that it must constitute a self-financing investment strategy, but we will just assume that all these conditions are satisfied here. Baxter and Rennie (2001)[6] provide an intuitive discussion of this topic. For a more rigorous, but still accessible exposition of replicating strategies, see, e.g., Bjork (1998)[7].}
We shall consider two highly stylized, though increasingly realistic, examples. Together, they provide us with some basic insights regarding the valuation of credit default swaps, in particular, and the static replication approach in general.\footnote{These examples are extracted from Bomfim (2002)[11].}

**Example 6.1** Consider an investor who is offered the choice of either of two portfolios

- a long position in a risky floater yielding $R_f + S$ combined with a short position in a riskless floater yielding $R_f$;
- a short position (protection seller) in a CDS written on the risky floater.

We assume that both floaters have the same maturity, coupon dates, and face values ($1$), and that they sell at par immediately after their coupon payment dates. To keep things even simpler, let us postulate further that the recovery rate on the risky floater is zero and that default can only occur immediately after the coupon payment dates.\footnote{These assumptions can be relaxed and the basic results would still hold.}

What are the cash flows associated with each portfolio? For as long as the issuer of the risky floater does not default, the first portfolio yields $S$ every period. As for the second portfolio, the CDS has a cash flow of $S_{cds}$ every period, where $S_{cds}$ is the CDS premium.

In the event of default, the holder of the portfolio of floaters ends up with a short position in the riskfree floater, which translates into a liability of $1$, given that the floater is valued at par on its coupon payment dates. The protection seller in the CDS is liable for the CDS payoff, which is also worth $1$. Thus, when there is a default, both portfolios have the same payoff.

At this point, we should pause to make two key points:

- With time-varying interest rates, the static replication argument outlined above would generally fail if, instead of using floating-rate notes to replicate the CDS cash flows, we had used fixed-rate notes. This occurs because a fixed-rate note is not generally valued at par after it is issued and thus the liability of the short seller in the event of default could well be different from $1$.

- Neither portfolio required a cash outlay when they were set up: The proceeds of the short sale of the riskless floater were used to finance the purchase of the risky floater, and it costs nothing to enter into a vanilla CDS.
Given the same initial cost, the same payoffs in the event of default, and the same risk exposure of the CDS transaction and the portfolio of floaters, it must be the case that the CDS and the floater portfolio must have the same cash flow in the absence of a default by the reference entity. This requires that $S_{cds} = S$. Thus, under the conditions set out above, the premium that should be specified in a CDS written on a given corporation is the same as the risk spread associated with a par floater issued by that corporation.

The above example made an important point, highlighting the tight correspondence between the CDS spread for a given reference entity and the borrowing costs facing that entity. However, we are still missing a few important aspects of reality. For instance, we have thus far ignored the fact that the first portfolio ultimately has to be funded on the balance sheet, whereas the CDS does not. We turn now to a slightly more realistic example that addresses this issue.

Example 6.2 Using the same notation and assumptions of example 1, consider the following two scenarios:

• The investor finances the purchase of the risky floater, by repoing it out, paying the repo rate $R_f + F$. (Alternatively, we can think of $R_f + F$ as the rate at which the investor can obtain financing for the portfolio.) Assuming no default by the issuer of the risky floater, the investor receives $R_f + S$ every period and pays out $R_f + F$ to its repo counterparty. In the event of default, the risky floater becomes worthless, and the investor ends up owing $1 to its repo counterparty. To sum up, the investor’s cash flows are: $S - F$ (no default) and $-1$ (default).

• The investor sells $1 worth of protection in a CDS written on the issuer of the same risky floater considered in the previous scenario. The cash flows associated with such a CDS position are: $S_{cds}$ (no default) and $-1$ (default).

Again, notice that neither strategy required an initial cash outlay and both have the same payoff in the event of default. Thus, in the absence of arbitrage opportunities and market frictions, it must be the case that they have the same payoff in the absence of default, i.e., the CDS premium $S_{cds}$ must be the equal to the difference between the risky floater spread $S$ and the investor’s funding cost $F$:

$$S_{cds} = S - F$$ (6.1)

where the above differs from the result obtained from example 1 because we are now explicitly taking into account the fact that the first portfolio
has to be funded on the balance sheet of a leveraged investor whereas the CDS is an unfunded instrument.

To bring the discussion of the above examples even closer to the real world, we should note the following: Although the above approach for pricing a CDS relied on rates on par floaters issued by the reference entity, most corporate debts issued in the United States are fixed-rate liabilities. In practice, however, one can circumvent this problem by resorting to the asset swap market—see Chapter 5. In particular, the above examples can be made more realistic as illustrations of how to obtain an (approximate) value for the CDS premium if we (i) substitute the par floater spread, $S$, with the par asset swap spread associated with the reference entity in question and (ii) redefine $R_f$ as a short-term LIBOR rate in order to conform with the quoting convention for asset swaps.

### 6.3.1 CDS vs. Cash Spreads in Practice

We can use observed market quotes to verify how well the data support the simple valuation relationships uncovered by the above examples. As an illustration, the four panels in Figure 6.2 show quotes on credit default swaps and asset swaps for four investment-grade reference entities that underlie some of the most frequently negotiated credit default swaps of the late 1990s: Bank of America, General Motors Acceptance Corp. (GMAC), Tyco International, and Walmart, which, at the end of the period shown in the figure, were rated A+, A, A−, and AA by Standard and Poor’s, respectively.

The CDS and par asset swap spreads shown for Bank of America and GMAC do line up closely and are thus broadly consistent with the results of the static replication approach outlined in the previous section. In contrast, charts for Tyco and Walmart show CDS spreads that are substantially above what would be suggested by the asset swap market, displaying what market participants call “positive bias” or a positive “CDS-cash basis.”

The divergence between CDS and asset swap spreads for the reference entities shown in Figure 6.2 highlights the role that market segmentation and idiosyncratic supply and demand factors still play in the CDS market. For instance, the substantial positive bias associated with Tyco during the period shown in the figure was attributable in part to strong demand by convertible bond investors for buying protection against Tyco: Tyco had issued substantial amounts of convertible debt during the period featured in the chart, but the investors who bought such bonds were focusing primarily on the cheapness of embedded call options on Tyco’s stock. In particular,

---

8 When neither floaters nor fixed-rate instruments are actively traded, valuation approaches based on credit risk models become particularly relevant, as discussed in Section 6.3.3.
they used the CDS market to shed the credit risk associated with Tyco and liquidity and market segmentation factors led to a widening of the CDS-cash basis.

In addition, administrative and legal costs are also factored into CDS premiums in practice, and even CDS for reference entities that borrow at LIBOR flat or below, such as Walmart in the late 1990s, tend to be slightly positive. Another factor that contributes to positive bias is the fact that participation in the CDS market is limited either by some investors’ lack of familiarity with credit derivatives or by regulatory restrictions and
internal investment policies of certain institutional investors. In addition, for some reference entities, a liquidity premium on CDS, reflecting the poorer liquidity of the CDS market relative to the cash (corporate bond) market for those entities, may also be a factor leading to positive bias.

6.3.2 A Closer Look at the CDS-Cash Basis

We used Figure 6.2 to highlight the fact that the theoretical result that suggests the equality of CDS premiums and par asset swap spreads for the same reference entity does not always hold in practice. In other words, the so-called CDS-cash basis, defined as

\[
\text{CDS-cash basis} = \text{CDS premium} - \text{par asset swap spread}
\]

is often nonzero.

Should an arbitrageur who sees, for instance, a negative CDS-cash basis for a given reference entity (par asset swap spread above CDS premium) jump to buy protection in a CDS contract and buy the asset swap in the hopes that the gap between the two will close? Not necessarily. In many realistic situations, a nonzero CDS-cash basis can be perfectly justified by fundamental factors that were not included in the stylized examples discussed in the beginning of this section. The arbitrageur’s challenge is then to identify those movements in the basis that are driven by fundamentals from those that are the result of temporary supply and demand dislocations that can be profitably exploited.

Fundamental factors behind a nonzero CDS-cash basis include

- cheapest-to-deliver feature of CDS contracts,
- default-contingent exposure in asset swaps,
- accrued premiums in CDS contracts,
- funding risk in asset swaps,
- counterparty credit risk,
- liquidity risk differentials.

As noted, most CDS contracts are physically settled and allow for a wide range of deliverables (typically all senior unsecured debt). In principle, in the event of default, all obligations of the reference entity that meet the deliverability criterion should have the same recovery value. This would imply that buyers and sellers of protection should be indifferent about which assets are actually delivered to settle the CDS contract. As is often the case, things are not so simple in the real world.
In many realistic circumstances, the values of deliverable obligations can differ at the time of settlement of the CDS contract. The most obvious case is that of a CDS triggered by a restructuring of the reference entity’s debt because restructuring tends to affect the market values of bonds and loans differently as they are most often applied to loans. In effect, this means that the protection buyer is long a cheapest-to-deliver (CTD) option, i.e., the buyer can look at the full range of deliverables and hand over the cheapest ones to the protection seller. Now consider the buyer of an asset swap. If the reference entity defaults for whatever reason, the asset swap buyer will receive the post-default value of the specific fixed-rate bond or loan underlying the asset swap. There is no cheapest-to-deliver option! (The same argument would apply to someone who bought a par floater directly instead of synthesizing one in the asset swap market.)

As the old saying goes, “there is no free lunch,” and thus protection sellers in the CDS market will “charge” for the embedded CTD option in their product by demanding a higher CDS premium than the spread paid in either the par asset swap or par floater markets. Thus, other things being equal, the embedded CTD option in a credit default swap results in a positive CDS-cash basis that is perfectly in line with economic and financial fundamentals. In such cases, the positive CDS-cash basis is not indicative of an arbitrage opportunity. We should point out, however, that the value of the embedded CTD option has likely diminished in recent years in light of changes in the way restructurings are treated in CDS contracts (see Chapter 24).

But other things are not equal. In particular, as we saw in Chapter 5, the asset swap buyer has a default-contingent risk exposure to the marked-to-market value of the interest rate swap embedded in the asset swap. To recap briefly, unlike the credit default swap, the asset swap does not completely terminate with a default by the reference entity. In particular, the interest rate swap embedded in the former continues even after the reference entity defaults. Thus, it could well be the case that, in addition to losing the difference between the par and recovery values of the bond underlying the asset swap, the asset swap buyer may find itself with a position in an interest rate swap that has negative market value. When this is likely, the CDS-cash basis has a tendency to be negative, going in the opposite direction of the CTD effect.

Another factor that tends to pressure cash spreads above CDS premium is the fact that, in the event of default by the reference entity, the protection seller in a CDS still receives that portion of the CDS premium that accrued between the last payment date of the CDS and the time of default. The asset swap buyer does not enjoy that benefit and thus must be compensated in the form of a higher asset swap spread than would otherwise be the case.

Also contributing to a negative CDS-cash basis is the fact that the asset swap buyer is generally subject to funding risk. This stems from the fact
that the asset swap buyer may have to fund the purchase of the underlying bond through a short-term loan—for instance, terms in the repo market rarely go beyond a few months—and roll over the loan for the duration of the asset swap at uncertain future costs. In contrast, participants in a CDS contract face no such uncertainties.

Lastly, we mentioned liquidity and counterparty credit risk as factors that may potentially affect the CDS-cash basis. For certain reference entities, such as some US corporations with large amounts of bonds outstanding, the CDS market may be less liquid than the cash market. That would tend to push CDS premiums above corresponding cash market spreads as protection sellers would have to be compensated for the greater illiquidity they face.\(^9\) Regarding counterparty credit risk, one should be aware that, while it is a potential factor in the pricing of both credit default and asset swaps, that is certainly not the case for conventional floaters, and comparisons between CDS spreads and par floater spreads need to be considered accordingly.

To sum up, a number of factors drive a wedge between CDS premiums and spreads in the par floater and asset swap markets, some contributing to a positive CDS-cash basis, some to a negative one. As a result, if you are asked to assess the fair value of a particular CDS premium, cash spreads are definitely a good place to start, but they are almost certainly not going to give you the whole answer.

### 6.3.3 When Cash Spreads are Unavailable...

Thus far, our main inputs for determining the fair value of a CDS premium have been spreads in the cash market, such as par asset swap spreads and par floater spreads. Certain reference entities, however, may not have marketable debt outstanding, or the market for their debt may be very illiquid and available quotes may be uninformative.

An alternative approach to valuing credit default swaps that is especially useful when reliable spreads in the cash market are not available is the one based on credit risk models.\(^10\) For standard credit default swaps, an important starting point is the basic insight that, because the contract has zero market value at its inception, the CDS premium is set such that the value of the “protection leg”—defined as the present value of the expected payment made by the protection seller in the event of default by the reference entity—is equal to the value of the “premium leg”—defined as the present value of the premium payments made by the protection buyer.

---

\(^9\) The reverse has reportedly been true for some sovereign reference names, where liquidity in the cash markets at times has fallen short of liquidity in the CDS market.

\(^10\) In Part III of this book, we discuss some modeling approaches.
As a preview of what is to come, suppose we have a model that gives us the default probabilities associated with a given reference entity. Consider now the (extremely) simple case of a one-year CDS with a $1 notional amount and a single premium payment, $S_{cds}$, due at the end of the contract. Let us make the artificial assumption that a default by the reference entity, if any, will only occur at the maturity date of the contract. (To keep things even simpler, assume no counterparty credit risk and no market frictions such as illiquidity or market segmentation.)

The current value of the protection leg is simply the present value of the premium:

$$ PV[\text{premiums}] = PV[S_{cds}] $$ (6.3)

where $PV[.]$ denotes the present value of the variable in brackets.

How about the present value of the protection leg? Let $\omega$ denote the probability that the reference entity will default in one year’s time. The protection seller will have to pay $1 - X$ with probability $\omega$ and 0 otherwise, where $X$ is the recovery rate associated with the defaulted instrument. Thus we can write the present value of the protection leg as

$$ PV[\text{protection}] = PV[\omega \times (1 - X) + (1 - \omega) \times 0] $$ (6.4)

If the CDS is to have zero market value at its inception, the present values in equations (6.3) and (6.4) must be equal, and that will happen when

$$ S_{cds} = \omega \times (1 - X) $$ (6.5)

and we get the result that the cost of protection $S_{cds}$ is increasing in the probability of default and decreasing in the recovery rate associated with the reference entity. In particular, in the limiting case of no recovery, the CDS premium is equal to the probability of default. Thus, if we have a theoretical model that gives us the default probabilities associated with the reference entity, we can price a CDS written on that entity accordingly. As we shall see later in this book, these results can be generalized, with a few modifications, for more realistic cases, such as multi-period credit default swaps.

---

11 We are being intentionally vague here regarding the nature of $\omega$ and the discount factors implicit in $PV[.]$. We will address the issues of discounting and risk-neutral vs. objective probabilities in Part III. For now, let us simply assume that market participants are risk-neutral, i.e., they are indifferent between, say, receiving $\bar{Y}$ for sure and receiving an uncertain amount $Y$, where the expected value of $Y$ is $\bar{Y}$. 
6.4 Variations on the Basic Structure

There are several variations on the “vanilla” CDS discussed thus far in this chapter, but none of these variants are nearly as liquid and widely negotiated as the standard form of the contract. We shall very briefly discuss three structures that are closely related to the basic CDS contract.

Binary or fixed-recovery credit default swaps, also called digital credit default swaps, are similar to vanilla CDS contracts except that the payoff in the event of default by the reference entity is known ahead of time and written into the contract. (Recall that in the vanilla CDS, the payoff is equal to the notional amount of the contract minus the post-default value of the underlying assets, but this value is only known following the default.) While the binary CDS eliminates the uncertainty about recovery rates, it is generally a less effective hedging vehicle than its vanilla cousins. One use of binary credit default swaps is to enhance the yield on one’s portfolio: Selling protection in a binary CDS with an implied fixed recovery rate that is lower than the market consensus should result in a higher premium than in a vanilla CDS.

Certain credit default swaps, especially those written on reference entities that are viewed as potentially headed for trouble, require upfront payment of at least some of the protection premiums. (Recall that no money changes hands in the inception of a vanilla CDS.) In the case of highly distressed reference entities, the upfront payments help attract protection sellers to a market that could otherwise be severely one-sided.

An alternative to buying protection through a vanilla CDS is to buy an option on credit default swap, commonly referred to as a credit default swaption. As the name suggests, CDS options are contracts that give their buyers the option, but not the obligation, to enter into a CDS at a future date if the CDS premium on the reference entity goes higher than some “strike level.”

---

12 We discuss the closely related topic of spread options in Chapter 8. The valuation of credit default swaptions is addressed in Chapter 18.
In a total return swap (TRS), an investor (the total return receiver) enters into a derivatives contract whereby it will receive all the cash flows associated with a given reference asset or financial index without actually ever buying or owning the asset or the index. The payments are made by the other party in the TRS contract, the total return payer. Unlike an asset swap, which essentially strips out the credit risk of fixed-rate asset, a total return swap exposes investors to all risks associated with the reference asset—credit, interest rate risk, etc. As such, total return swaps are more than just a credit derivative. Nonetheless, derivatives dealers have customarily considered their TRS activity as part of their overall credit derivatives business.

7.1 How Does It Work?

Total return swaps come in different variations. We shall describe the most basic form first. Like other over-the-counter derivatives, a TRS is a bilateral agreement that specifies certain rights and obligations for the parties involved. In the particular case of the TRS agreement, those rights and obligations are centered around the performance of a reference asset.

---

1 The fact that an asset swap involves the actual purchase of the asset is another difference between the asset swap and the total return swap.
For instance, suppose an investor wants to receive the cash flows associated with a fixed-rate bond issued by XYZ Corp., but is either unwilling or unable to purchase the bond outright. The investor approaches a derivatives dealer and enters into a total return swap that references the desired XYZ bond. The dealer promises to replicate the cash flows of the bond and pay them out to the investor throughout the maturity of the swap, provided, of course, the issuer of the reference bond does not default. What does the dealer get in return? The investor promises to make periodic payments to the dealer, where the payments are tied to short-term LIBOR plus a fixed spread applied to the same notional amount underlying the coupon payments made by the dealer. This basic arrangement is shown in Figure 7.1. The investor (the total return receiver) receives payments that exactly match the timing and size of the reference bond’s coupons (\(C\)) and, in return, pays LIBOR (\(L\)) plus the TRS spread \(T\) to the dealer (the total return payer).

Figure 7.1 looks very much like the lower panel of Figure 5.1, where we illustrated the interest rate swap embedded in a par asset swap. But there are some important differences. First, the investor is now making a floating-rate payment to the dealer, as opposed to making fixed-rate payments in the asset swap. Second, the reference asset in a total return swap need not be a fixed rate asset; it could actually be a floating-rate asset. Thus, in principle, the exchange of payments between dealer and investor in Figure 7.1 could well be an exchange of two floating-rate payments. Lastly, unlike the asset swap buyer, the total return receiver has not bought the reference asset. After all, not having to purchase the asset outright is typically a major reason for the TRS contract.

**While the contract is in place…**

<table>
<thead>
<tr>
<th>Total return payer</th>
<th>(C)</th>
<th>Total return receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Libor + (T)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Reference asset**  
Price at inception = \(P_0\)

**At termination/maturity date of the swap…**

If \(P_1 > P_0\), TR payer pays TR receiver \(P_1 - P_0\).  
If \(P_1 < P_0\), TR receiver pays TR payer \(P_0 - P_1\).

Note: \(P_1\) is the price of the reference asset at the swap termination date.

**FIGURE 7.1. Total Return Swap**
7.2 Common Uses

What happens at maturity of the TRS? Assuming no default by the reference entity, the total return receiver is paid the last coupon of the bond, along with the difference between the market value of the bond at the maturity of the TRS and the market value of the bond at the inception of the TRS. If that difference is negative, the total return receiver pays that amount to the total return payer. As a result, the TRS replicates not just the coupon stream of the bond but also the capital gain or loss that would be experienced by an investor who had actually bought the bond at the inception of the TRS and sold it at the maturity date of the TRS.

What if the issuer of the reference bond defaults? The fact that the TRS is designed to replicate the cash flows of the bond means that the total return receiver will bear the default-related loss. Once again, the total return receiver pays the difference between the price of the bond at the inception of the TRS and the recovery value of the bond at the time of default. Typically, the TRS is terminated upon the reference entity’s default.

We should also make one additional remark about the workings of a TRS. The maturity of the contract need not coincide with that of the reference bond. Indeed, as we shall see, a TRS can be used to synthesize assets that suit the maturity preferences of individual investors.

7.2 Common Uses

Investors with relatively high funding costs can use TRS contracts to synthetically own the asset while potentially reducing their funding disadvantage. For instance, consider an investor who can fund itself at LIBOR + 120 basis points and who wants to add a given bond to its portfolio. The investor can either buy the bond outright and fund it on its balance sheet or it can buy the bond synthetically by becoming a total return receiver in a TRS, where, say, it would have to pay LIBOR+50 basis points to the total return payer in exchange for receiving the cash flows associated with the same bond. In this example, it is clear that the investor would be better off by tapping the TRS market. The example also illustrates that the total return payer is essentially providing financing to the total return receiver so it can synthetically “buy” the bond, and that the TRS market makes it easier for investors to leverage their credit risk exposure.

From the perspective of highly rated counterparties, the TRS market also offers some potentially attractive opportunities. Suppose that the total return payer in the above example is an AA-rated entity that funds itself at LIBOR flat. To carry on with the funding analogy, the total return payer is extending a synthetic loan to the total return receiver where it is earning a 50 basis point spread over its cost of funding. Thus, the TRS market allows highly rated entities to benefit from their funding advantage.
One might question the plausibility of the numerical example just discussed. Why would the total return payer provide financing to the TRS counterparty essentially at a below-market spread over LIBOR? After all, the cash market requires a 120 basis point spread over LIBOR as compensation for the credit risk associated with the total return receiver, but the total return payer in the example seems perfectly willing to extend a synthetic loan at the much lower spread of 50 basis points. In part, this apparent inconsistency owes to at least two factors. First, counterparty credit risk in the TRS contract can be mitigated via collateral and netting arrangements that are common in other over-the-counter derivatives contracts. Second, the TRS market offers opportunities to total return payers that, in practice, may not be easily available in the cash market. The existence of such opportunities in one market but not the other may create a wedge between otherwise comparable spreads. Indeed, as we shall see below, market participants’ uses of total return swaps go well beyond issues relating to their relative funding costs.

One opportunity afforded by a total return swap that may not be available in the cash market is the ability to short certain debt instruments. Suppose, for instance, that a market participant has a negative view regarding the future prospects of a given corporation. That participant may want to express and (hopefully) profit from its view by taking a short position in bonds issued by that corporation. For most corporate bonds, however, that may not be a practical alternative given the inexistence of a fully functional corporate repo market. A more feasible approach would be to become a total return payer in a TRS contract that references a bond issued by that corporation. For instance, assuming the participant is not actually holding the reference bond, should the corporation default during the life of the TRS, the total return payer would realize a profit equal to the difference between the market value of the bond at the time of inception of the TRS and its recovery value.

Paying positions in total return swaps can be viewed as hedging vehicles for investors who are actually long the reference asset. The investor holds the reference entity, but essentially transfers all risks associated with the asset to the total return receiver. Similar to a credit default swap, this risk transfer can be done anonymously without requiring notification of the reference entity, a feature that may be particularly attractive to a bank that would like to diminish its exposure to particular customers without risking bank relationships. Likewise, total return swaps can be used to obtain exposure to debt instruments that may not be easily bought in the cash market. For instance, one might want to be long the bonds issued by a given corporation, but those bonds are in the hands of “buy-and-hold” investors who are not interested in selling. Through a receiver’s position in a total return swap, one may synthetically “buy” those bonds in the desired amounts. Lastly, as we mentioned above, because the maturity of
the TRS contract need not coincide with that of the underlying bonds, TRS contracts can be used to create assets that match the needs of individual investors.

7.3 Valuation Considerations

Going back to Figure 7.1, most determinants of the cash flows of a total return swap come from outside the TRS market: The coupon \((C)\) and the initial and final prices of the reference bond come from the corporate bond market, and the values of short-term LIBOR \((L)\) throughout the life of the contract are determined in the interbank loan market. The one exception is the TRS spread \(T\). Indeed, pricing a TRS is essentially synonymous to finding the value of \(T\) that would prevail in a competitive market.

As we have done in previous chapters, we shall rely on the static replication approach to price the TRS contract, but here we will take this opportunity to look at the replicating portfolio from a slightly different angle. In particular, if we can come up with a replicating portfolio for the TRS contract, one can essentially combine long and short (or short and long) positions in the TRS and the replicating portfolio, respectively, to create a hedged portfolio, i.e., a portfolio that is completely riskfree. To see this, simply recall that, by definition, the replicating portfolio exactly mimics the cash flows of the TRS contract. Thus, any gains and losses associated with, say, a long position in the contract, will be perfectly offset by losses and gains in a short position in the replicating portfolio. In other words, the replicating portfolio can be recast as that portfolio that provides “the perfect hedge” for the derivatives position. Thus, just as we noted before that one can value a derivatives contract by looking at the costs associated with establishing its replicating portfolio, we can now say that determining the price of a derivatives contract essentially involves determining the costs of setting up “the perfect hedge,” i.e., the costs of hedging the derivatives position.

For the case of the total return swap, it is very straightforward to find the replicating portfolio. Consider the position of the total return payer in a market that is free of frictions and where counterparty credit risk is not an issue. The TR payer pays a cash flow to the total return receiver that is supposed to mimic exactly the cash flow of a given reference bond. Thus, a short position in the reference bond is the replicating portfolio! Consequently, if the TR payer is long the reference bond, he has a fully hedged position in the TRS contract. To see this, consider a TRS contract between two parties who can fund themselves at LIBOR + \(X\). For additional simplicity, assume that the reference bond is selling for its par value at time 0 and has the same maturity of the contract. Column (2) in Table 7.1


## TABLE 7.1
Determining the Total Return Swap Spread

<table>
<thead>
<tr>
<th>Year</th>
<th>TRS (TRS payer)</th>
<th>Ref. Bond (long position)</th>
<th>TRS+Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(2) plus (3)</td>
</tr>
</tbody>
</table>

### A. Assuming no default by the reference entity

<table>
<thead>
<tr>
<th></th>
<th>TRS (TRS payer)</th>
<th>Ref. Bond (long position)</th>
<th>TRS+Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$-C + L + T$</td>
<td>$C - L - X$</td>
<td>$T - X$</td>
</tr>
<tr>
<td>2</td>
<td>$-C + L + T$</td>
<td>$C - L - X$</td>
<td>$T - X$</td>
</tr>
<tr>
<td>3</td>
<td>$-C + L + T$</td>
<td>$C - L - X$</td>
<td>$T - X$</td>
</tr>
<tr>
<td>4</td>
<td>$-C + L + T$</td>
<td>$C - L - X$</td>
<td>$T - X$</td>
</tr>
</tbody>
</table>

### B. Assuming default by the reference entity at $t = 2$^b^ |

<table>
<thead>
<tr>
<th></th>
<th>TRS (TRS payer)</th>
<th>Ref. Bond (long position)</th>
<th>TRS+Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$-C + L + T$</td>
<td>$C - L - X$</td>
<td>$T - X$</td>
</tr>
<tr>
<td>2</td>
<td>$-C + L + T + 1 - R$</td>
<td>$C - L - X + 1 - R$</td>
<td>$T - X$</td>
</tr>
</tbody>
</table>

^a^ Negative cash flows represent cash outlays. Notional amount = $1.

^b^ Assuming default occurs immediately after the coupon payments are made.

...shows the cash flows of the total return payer. Let us look at the upper panel first, which shows cash flows corresponding to a scenario involving no default by the reference entity. At the inception of the contract—time 0—the TR payer receives no cash flow, but thereafter on each payment date the TR payer will pay the reference bond’s coupon $C$ and receive $L + T$ from its counterparty in the TRS contract. Column (3) shows the cash flows associated with the outright purchase of the bond, funded on the balance sheet of the TR payer. Again, at time 0 there is no cash outlay as the bond purchase is financed through a loan with an interest rate of $L + X$. Thereafter, the long position in the bond entails receiving the bond coupon $C$ and paying the cost of funding that position $L + X$. The last column in the table shows the cash flow of a portfolio composed by the payer’s position in the TRS and a long position in the reference bond. This portfolio involves no initial outlay at time 0 and a net cash flow of $T - X$ in all subsequent periods in the absence of a default by the reference entity.

What happens in the event of default? The lower panel shows a scenario where the bond issuer makes its coupon payment in period 2 and immediately proceeds to declare bankruptcy. In addition to the regular exchange...
of payments in the TRS, the TR payer receives the difference between
the value of the bond at time 0 ($1) and its post-default value ($R$) and
the contract is terminated. Likewise, the long position entails the usual
coupon and funding cost flows plus repayment of the $1 loan obtained at
time 0 and receipt of the recovery value of the bond. Again we find that
the cash flow of the portfolio in the last column is zero at the inception of
the contract and $T - X$ for as long as the contract remains in force.

What is the value of $T - X$ that is consistent with a market that is free
from arbitrage opportunities? Note that one spends nothing a time 0 and
is assured to receive $T - X$ during the life of the contract no matter what.\(^2\) Suppose $T - X$ is a positive quantity. One would be getting something for
sure out of nothing. That would clearly be an arbitrage opportunity. Indeed,
the opportunity to get something for nothing would make paying positions
in this TRS so attractive that prospective payers would be willing to accept
a lower TRS spread ($T$) for as long as $T - X$ were positive. Consequently,
in equilibrium $T$ would be such that $T - X = 0$. The case where $T - X$
is negative is entirely analogous: for as long as $T - X < 0$, prospective
TRS payers would demand a higher $T$ in order to enter into the TRS
contract.

The simple example in Table 7.1 yielded the basic insight that an impor-
tant factor in the pricing of a TRS contract is the funding cost of the total
return payer. While this is a key determinant of the TRS spread, other
factors also come into play under more realistic situations. In particular,
the total return payer may be concerned about the credit risk associated
with its TRS counterparty. As with other over-the-counter derivatives, this
risk can be mitigated via collateralization and netting arrangements.\(^3\)

7.4 Variations on the Basic Structure

This chapter described the basic structure of a total return swap. We con-
clude by noting that there are several variations around this basic structure.
For instance, instead of terminating automatically upon default by the refer-
ence entity, the contract may continue until its maturity date. In addition,
instead of having a single bond or loan as the reference asset, the contract
might specify a given portfolio or a bond index as the reference “asset.”

\(^2\) The reader can verify that, under the assumptions made in Table 7.1, the portfolio
consisting of the TR paying position and the bond would pay $T - X$ for as long as the
reference entity remains solvent regardless of when default occurs.

\(^3\) The total return receiver may also be concerned about counterparty credit risk, but
that too can be mitigated. For instance, the total return payer may post the underlying
bond as collateral.
So-called index swaps can be a more efficient way of getting exposure to a market aggregate, compared to buying all the individual securities in the index. Other variants of the basic structure include the forward-starting TRS, which allows investors to enter into a TRS today that will start only at some future date at a predetermined spread, and contracts with an embedded cap or floor on the reference asset.
8
Spread and Bond Options

The credit derivatives instruments we have examined thus far have in common the fact that their final payoffs are essentially tied to “default events” involving the reference entity. Spread and bond options deviate from this norm. Spread option payoffs are generally specified in terms of the performance of a reference asset relative to that of another asset. Bond options are options to buy or sell bonds at a future date at a predetermined price. Both types of options can be exercised regardless of whether or not the issuers of the underlying assets have defaulted. They are credit derivatives because they involve the yield spread of a credit risky asset over that of some benchmark asset—the spread option—or the market price of a risky bond—the bond option. As we shall see below, the basic structure of spread and bond options is similar to that of standard call and put options.

8.1 How Does It Work?

To understand the workings of a credit option it is best to start with a simple example. Suppose you want to have the option, but not the obligation, to buy a particular five-year asset swap one year from today.¹ You want the asset swap to reference a fixed-rate bond issued by XYZ Corp. and to have a prespecified par spread of $\bar{A}$. You approach an options dealer and

¹ Recall, from Chapter 5, that buying an asset swap means buying the underlying bond and receiving floating-rate payments in an interest rate swap.
agree to pay her an amount $X$ today so that she will be ready to sell you that asset swap in one year, should you decide to buy it then. We have just described the basic structure of a simple spread option.

In the above example, the five-year XYZ asset swap is the “underlying instrument” in the spread option, the predetermined spread $\bar{A}$ is called the “strike spread” of the option, and the upfront payment made to the dealer is the “option premium” or the price of the option. The “expiration date” of this option is one year from today. The “exercise date” is also one year from now, given that the contract only allows you to exercise the option in one year’s time.\(^2\)

Under which conditions would you decide to exercise your option to buy the asset swap? At the exercise date, you will compare the strike spread $\bar{A}$ to the then prevailing asset swap spread on the underlying bond. You will buy the underlying asset swap if the strike spread is above the prevailing asset swap spread for the relevant bond, otherwise you let the option expire unexercised. (If the prevailing spread is above the strike spread and you still want to enter into a five-year XYZ asset swap, you would be better off buying the asset swap in the open market and receiving the higher spread.) Referring back to standard call and put options, one can think of the above example as a put option on the spread. The holder of the option will benefit if the spread prevailing in the marketplace at the expiry date of the option is lower than the strike spread.

In some dimensions, a put option on the spread is analogous to a call option on the underlying bond, where the latter option is a bilateral contract in which one party pays for the option to buy a given bond at a future date at a predetermined price. Consider a call option written on the same bond that was referenced in the asset swap underlying the spread option just discussed. For a given position of the LIBOR curve, a narrowing in the asset swap spread, which we know would benefit the holder of the put option on the spread, would be associated with an increase in the market price of the bond, which would benefit the holder of a call option on the bond. By the same token, a call option on the spread—for instance, an option to sell an asset swap at a future date with a predetermined asset swap spread—is akin to a put option on the reference bond—or an option to sell the bond at a future date at a predetermined price.

We have compared spread and bond options while holding the LIBOR curve constant. But the analogy between spread and bond options breaks down somewhat when we consider the effects of shifts in the LIBOR curve. For instance, suppose the LIBOR curve shifts up but the asset swap spread for the underlying bond remains the same. In this case the values of the

\(^2\) The single fixed exercise date makes this a “European” option. We briefly discuss other exercise date structures—“American” and “Bermudan” options—towards the end of this chapter.
bond and spread options are affected differently. Intuitively, one can think of the effect on the value of the spread option as being limited to the discounting of its expected future payoff, but the effect on the value of the bond option also stems from the fact that higher rates will drive the bond price lower, affecting the payoff directly. This highlights the fact that bond options involve a joint bet on both the general level of interest rates and the credit risk of the bond issuer, whereas spread options pertain mainly to the latter.\(^3\)

We mentioned above that the payoffs of spread and bond options are specified in terms of the performance of the reference asset relative to that of a benchmark security. If this was not clear at the beginning of this chapter, it should be so by now. Take, for instance, the spread option examined above. Given that asset swap spreads are generally defined in terms of a spread over short-term LIBOR, the payoff of the spread option can be thought of as being a function of how the synthetic floating-rate note embedded in the asset swap will perform during the life of the option vis-à-vis a floater that pays LIBOR flat. Likewise, the payoff of a bond option may well depend on how its price moves relative to the prices of other bonds; for instance, a decrease in the credit quality of the bond issuer will lower the underlying bond's price and make it underperform relative to other bonds. Nonetheless, as we noted above, the payoff of a bond option also depends on the general level of interest rates.

### 8.2 Common Uses

Similar to other credit derivatives, spread and bond options can be used to express a view on the future credit quality of a given issuer. Take the put spread option discussed above and assume that the strike spread is set at the current asset swap spread associated with the underlying bond. When the option buyer is not holding the underlying bond, she is essentially placing a bet that the credit quality of the issuer will improve during the coming year. If she turns out to be right, she will profit from her view by being able to buy an asset swap in one year's time that pays a higher spread than the one then prevailing in the market place. (Likewise, an investor with a bearish view on the issuer might want to buy a call spread option struck at or close to the current asset swap spread of the bond.)

As we noted above, pure credit views are more effectively expressed with spread options than with bond options because the payoff of the latter also depends importantly on the general level of interest rates.

\(^3\)This is analogous to the distinction between fixed- and floating-rate notes, which we discussed in Chapter 4.
rates—the “LIBOR curve.” Nonetheless, if one wants to express a combined credit and interest rate view, one might want to consider a bond option. For instance, if one expects market interest rates to go higher and the credit quality of a given reference entity to deteriorate, one might consider buying a put option on a bond issued by that entity. Indeed, bond options are commonly used by some hedge funds to place such joint bets, which implicitly involve a view on the correlation between interest rate levels and credit quality.

Spread and bond options can be used to express a view on volatility that is independent of the direction taken by either the underlying spread or bond price. Consider, for instance, someone who expects greater volatility regarding both market interest rates and the prospects of a given firm, but who has no particular view on the direction of the resulting movements in either market rates or the bond spreads associated with the firm. That investor can buy an option written on a bond issued by the firm and hedge it by taking short positions in the underlying bond. If the investor is appropriately hedged, should the bond price move, the investor’s portfolio will be little affected as the change in the market value of the long position in the option will be offset by the change in the value of the short position in the underlying. Should uncertainty (volatility) surrounding the price of the underlying bond increase, however, the value of the long option position will increase, benefiting the investor. An analogous argument applies to spread options.

Investors who hold a particular bond, or who may be buyers in an asset swap, can use spread and bond options to potentially increase the yield on their portfolios. For instance, a bond investor may want to sell call options on that bond with a strike price that is well above the current price of the bond. After collecting the option premium, the investor waits for the option buyer’s decision on whether or not to buy the bond at the option’s exercise date. Should the option buyer decide not to exercise its right to buy the bond, the investor keeps both the bond and the premium. If the buyer does exercise the option, the investor sells the bond to the option buyer for the strike price, which could still be higher than the price the investor originally paid for the bond.

Other than allowing investors to take financial positions that reflect their views on prospective credit and interest rate developments, spread and bond options are used as hedging vehicles by banks and other institutions that have exposures to spread risk. As an example, consider an institution that is holding a debt instrument of a given corporation. If the institution wants to reduce its exposure to the credit risk associated with that corporation, it could buy a put option on the debt instrument it holds. Should the

---

4 The relationship between option prices and volatility is discussed briefly in the following section and in Part III of this book.
credit quality of the corporation deteriorate, which would result in a decline in the market value of the debt instruments issued by the corporation, the institution could exercise its put option to offset the associated losses in its credit portfolio. In this regard, the put option is akin to buying protection in a credit default swap (see Chapter 6). The credit default swap gives the protection seller the right to put (sell) an underlying asset to the protection buyer for its par value upon default by the reference entity. There are some differences, however. For instance, the put option allows the contract to be exercised even if no default event takes place, and its premium is typically paid upfront.

Lastly, prospective borrowers may want to buy spread options with the purpose of capping their future borrowing costs. For instance, a corporation may buy an option to obtain a two-year loan from a bank at a spread of LIBOR plus, say, 150 basis points in one-year’s time. This is essentially an option to sell a two-year floater to the bank in one year, where the strike spread is set at 150 basis points. If the corporation’s funding costs for a two-year loan have risen above 150 basis points by the exercise date of the option, the corporation exercises its right under the option, otherwise it lets the option expire unexercised.

8.3 Valuation Considerations

We have been able to rely on the static replication approach to price the various credit derivatives examined thus far in this part of the book. For instance, under the assumption of liquid and frictionless markets, all we needed to do to, say, determine the arbitrage-free value of a credit default swap premium was to examine the costs of setting up a portfolio consisting of a long position in a risky floater and a short position in a riskless floater. Moreover, once that portfolio was set up, we could essentially rest assured that a short position in the portfolio would exactly offset any gains and losses associated with the credit default swap. (Again, as we saw in Chapter 1, that is what makes this a static replication.) With bond and spread options, we encounter our first example in this part of the book where static replication on the basis of simple cash instruments does not work. It can be shown that a replicating portfolio does exist, but that portfolio needs to be rebalanced dynamically, on a continuous basis, so it can truly replicate the option.\(^5\) For now, however, we will limit ourselves to discussing briefly the main determinants of the market price of spread and bond options. We will revisit the valuation of these derivatives in greater depth later, in Chapter 18.

Those familiar with call and put options written on stocks should have no difficulty understanding the main factors that determine the prices of spread and bond options. As an illustration, we will examine the case of a call option on a bond, but the basic points made here are also applicable to put options on bonds and to puts and calls on spreads, as we shall see in Chapter 18. The payoff $V(T)$ of a call option on a bond can be written as

$$V(T) = \text{Max}[B(T) - K, 0]$$

(8.1)

where $T$ is the exercise date of the option, $B(T)$ is the market price of the underlying bond at that date, and $K$ is the strike price. In words, if the price of the bond happens to be above the strike price at time $T$, the option holder will exercise the option, buying the bond for the strike price $K$ and selling it in the open market for its market price $B(T)$ for an immediate profit of $B(T) - K$. In contrast, if the market value of the bond happens to be below the strike price, the option has no value to its holder, i.e., $V(T) = 0$ when $B(T) < K$.

Equation (8.1) shows that, from the perspective of the buyer of a call option, the further the bond price rises above the strike price written into the option the better. Thus, other things being equal, a call option with a lower strike price should be more expensive than an otherwise identical option of a higher strike price. The former presents an easier “hurdle” for the bond price and thus a potentially higher payoff to the option holder. For a put option on a bond, the reverse is true. Puts with lower strike prices are more valuable than comparable puts with higher strike prices.

The volatility of the bond price is a key determinant of the option price. Higher volatility increases the chances that $B(T)$ in equation (8.1) will end up above $K$ so that the option will expire “in the money.” Thus options written on bonds whose prices are subject to greater volatility are more expensive than otherwise comparable (same maturity and strike and initial bond prices) options written on bonds with relatively stable prices.

8.4 Variations on Basic Structures

There are several variants of the basic spread and bond options described so far in this chapter. For instance, an even simpler spread option than the ones described above is one written directly on a floating-rate note, instead of on an asset swap. Alternatively the underlying in a spread option may well be a credit default swap. Indeed, we mentioned credit default swaptions at the end of Chapter 6 when we discussed variations on the vanilla credit default swap agreement.

For the sake of simplicity, this chapter has focused on European options, or those with a single, fixed exercise date. Spread and bond options are
also negotiated with “American” and “Bermudan” exercise structures. American-style spread and bond options allow the option holder to exercise the option at any time during the life of the option (some contracts may stipulate an initial “no-exercise” period, e.g., a five-year option that becomes exercisable any time starting in one year). Bermudan-style options give the option buyer the right to choose one of several fixed exercise dates. For instance, the option may be exercised on any one of the coupon dates of the underlying bond.

There are many other variations in spread and bond option contracts as these tend to be less standardized than, say, credit default swap agreements. For instance, while many options are physically settled, others are settled in cash, and some spread options may be written in terms of spreads over a given US Treasury yield, rather than short-term LIBOR.
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Basket Default Swaps

Unlike the basic forms of the contracts discussed in Chapters 4 through 8, basket default swaps are credit derivatives written on a “basket” or portfolio of assets issued by more than one reference entity. In particular, a payment by the protection seller in a basket swap can be triggered by a default of any one of the entities represented in the basket, provided that default meets the requirements specified in the contract.

We briefly encountered a common variety of a basket default swap—the first-to-default basket—in Chapter 1 when we introduced different types of credit derivatives. We will now take a closer look at this instrument, this time to illustrate the basic structure of basket default swaps. We also use this chapter to highlight the importance of default correlation in the pricing of multi-name credit derivatives, an issue we will examine in greater detail in Part IV of this book.

9.1 How Does It Work?

Let us look at a particular example. Consider an institution that wants to hedge its exposure to five different reference entities. The institution enters into a first-to-default (FTD) basket contract with a derivatives dealer where the reference basket is composed of those five entities. The institution, which is the protection buyer in the contract, agrees to make periodic premium payments to the dealer (the protection seller), much like in a single-name credit default swap. In return, the dealer commits to making
a payment to the institution (the protection buyer) if and when any one of the entities included in the reference basket defaults during the life of the contract. The catch is that the payment will be made for only the first default. The FTD basket contract is terminated after the protection coverage regarding the first default in the basket is settled.

Figure 9.1 illustrates the basics of an FTD basket. In this example, we assume that the notional amount of debt covered by the contract is $10 million for each of the five entities in the basket reference. Let us say that the FTD basket premium is quoted as 200 basis points per year and that recovery rates are zero. That means that the annual payment made by the protection buyer would be

\[
\frac{200}{100^2} \times 10 \text{ million} = 200,000
\]

or, typically, $50,000 per quarter. Why was the premium payment based on only $10 million, rather than on $50 million, which is the sum of the notional amounts covered for each reference entity? Because the protection seller will cover only the first default, and the notional amount associated with each individual default is only $10 million.

If none of the reference entities defaults during the life of the FTD basket, the protection seller simply keeps on collecting the premium payments made by the protection buyer. What happens when the first default takes place? Similar to a single-name credit default swap, which we discussed in Chapter 6, the protection seller pays the buyer the difference between the face value of the defaulted debt and its recovery value. The contract can be either cash or physically settled.

Carrying on with the example in Figure 9.1, suppose reference entity #3 defaults and the contract calls for physical settlement. The protection buyer
9.3 Valuation Considerations

will deliver to the protection seller $10 million worth of par value of eligible
debt instruments issued by reference entity #3. These instruments are
now worth only their recovery value, but the protection seller will pay par
for them. The FTD basket swap terminates once the protection payment
related to the first default is made. The protection seller has no further
exposure to the remaining names in the reference basket.

9.2 Common Uses

Protection buyers find basket swaps attractive because they tend to be
less expensive than buying protection on each name in the basket sepa-
rately through single-name credit default swaps. Of course, the lower cost
of protection in, say, the FTD basket swap stems from the fact that the
protection seller is only really protected from the first default. Still, in the
case of the FTD basket, protection buyers find some comfort in the fact
that it will take more than one default in their portfolio before they actually
experience a loss. In market parlance, the credit risk associated with the
“first loss” in the reference basket has been transferred to the protection
seller.

From the perspective of investors (protection sellers), basket swaps pro-
vide an opportunity for yield enhancement with a limited downside risk.
For instance, we will see below that the FTD basket premium is typically
above the credit default swap premiums of any one individual entity refer-
enced in the basket. This is because the protection seller is exposed to the
credit risk of all names in the reference basket. As a result, a protection
seller in an FTD basket composed of, say, A-rated names, could conceiv-
ably earn a premium that would be typical of, say, a credit default swap
written on a single BBB-rated name, without actually having to expose
itself to a BBB-rated entity.

We mentioned above that the protection seller has a limited downside
risk. Why? Because the seller will ultimately be liable to cover at most one
default among the names included in the basket. The protection seller can
thus substantially leverage its credit exposure: Going back to the example
in Figure 9.1, the protection seller was exposed to assets totaling $50 million
in notional amount, but the most it could lose was $10 million.

9.3 Valuation Considerations

What determines the premium paid by the protection buyer in a credit
basket swap? The main determinants are (i) the number of entities in the
reference basket, (ii) the credit quality and expected recovery rate of each
basket component, and (iii) the default correlation among the reference entities.¹

Understanding the role of the first two determinants—number and credit quality of the reference entities—is relatively straightforward. In general, other things being equal, the larger the number of entities included in the basket the greater the likelihood that a default event will take place and thus the higher the premium that protection buyers will pay. Likewise, for a given number of names in the basket, the lower the credit quality and recovery rates of those names, the more expensive the cost of protection will be.

Though important, the number and credit quality of the entities in the reference basket only tell part of the story when it comes to pricing a credit basket swap. Indeed, the role of default correlation is so important in the pricing of basket swaps that market participants tend to characterize these instruments mostly as default correlation products. To see why this is so we will examine the simplest FTD basket one can imagine, one that is composed of only two reference names, which we shall refer to as XYZ Corp. and AZZ Bank.

Consider an investor who is exposed to both XYZ Corp. and AZZ Bank, but who wants to use credit derivatives to at least reduce this exposure. One option for such an investor is simply to buy protection in two separate credit default swaps—one referencing XYZ, the other written on AZZ. Assume that the notional amount of protection sought for each reference entity is $1, the relevant recovery rates are 0, and the maturity of the desired credit default swaps is one year. If we make the same simplifying assumptions adopted in Section 6.3.3, the premium for the CDS written on XYZ is simply given by the probability $\omega_X$ that XYZ will default in one year’s time, and the cost of buying protection against a default by AZZ is analogously determined. Thus the cost of buying protection through two separate single-name CDS in this case would be:

$$S_{CDSs} = \omega_X + \omega_A \quad (9.1)$$

What if, instead of buying protection against defaults by both XYZ and AZZ through two separate credit default swaps, the investor were to buy protection through an FTD basket with the same maturity as the CDS and with a notional amount of $1 for each of the names in the basket? Note that in this case, the protection bought and sold applies to a default by either XYZ or AZZ, whichever comes first. Let $\omega_{X \text{ or } A}$ denote the probability that at least one of the entities will default in one year’s time. Thus, the protection seller will be required to make a payment of $1 to the protection

¹ Default correlation is discussed further in Part IV—see also Appendix B.
buyer with probability \( \omega_{X \text{ or } A} \)—no payment from the protection seller will be due otherwise. Carrying on with the simple methodology outlined in Chapter 6, we can write the present value of the “protection leg” of this basket swap as

\[
PV[\text{protection}] = PV[\omega_{X \text{ or } A} \times $1 + (1 - \omega_{X \text{ or } A}) \times $0]
\]  
(9.2)

where \( PV[.] \) denotes the present value of the variable in brackets.

Recall now from elementary statistics that one can write \( \omega_{X \text{ or } A} \) as

\[
\omega_{X \text{ or } A} = \omega_X + \omega_A - \omega_{X \& A}
\]  
(9.3)

where \( \omega_{X \& A} \) denotes the probability that both XYZ and AZZ will default in one year’s time.\(^2\) Thus, we can rewrite (9.2) as

\[
PV[\text{protection}] = PV[\omega_X + \omega_A - \omega_{X \& A}]
\]  
(9.4)

Let us now value the premium leg of the basket. Let \( S_{\text{basket}} \) denote the premium paid by the protection buyer under this basket agreement. The present value of the premium leg is simply given by

\[
PV[\text{premiums}] = PV[S_{\text{basket}}]
\]  
(9.5)

and thus, if the basket has zero market value at its inception, the present values of the premium and protection legs must be the same, which implies that

\[
S_{\text{basket}} = \omega_X + \omega_A - \omega_{X \& A}
\]  
(9.6)

Equation (9.6) allows us to make several important points regarding the valuation of basket swaps. As discussed in Part IV, the probability that both XYZ and AZZ will default in one year’s time is closely related to the default correlation between the two reference entities. In particular, if the one-year default correlation between the two entities is positive and high, \( \omega_{X \& A} \) will be a larger number.\(^3\)

\(^2\) This basic result is illustrated graphically in Chapter 19.

\(^3\) The generalization to the case of nonzero recovery is straightforward. The reader can verify that the expression for the FTD premium becomes:

\[
S_{\text{basket}} = (\omega_X + \omega_A - \omega_{X \& A})(1 - X)
\]

where \( X \) is the recovery rate associated with the reference entities.
9. Basket Default Swaps

9.3.1 A First Look at Default Correlation

We can use equation (9.6) to take a preliminary look at how default correlation affects the pricing of the FTD basket. Let us examine first the case of very high default correlation between XYZ and AZZ, a default correlation close to 1. Suppose

\[ \omega_X > \omega_A \]

i.e., XYZ is more likely to default than AZZ. It can be shown—we will see this in Part IV—that as the default correlation approaches its maximum at 1, the probability of both XYZ and AZZ defaulting in one year’s time approaches the default probability of the higher-quality entity (AZZ in this example). Intuitively, if the financially stronger entity has defaulted, chances are that the lower-quality firm has almost surely defaulted if the default correlation involving the two companies is very high. Thus, if \( \omega_X > \omega_A \),

\[ \omega_{X&A} \approx \omega_A \quad \text{when the default correlation} \approx 1 \]

and, given (9.6),

\[ S_{\text{basket}} \approx \omega_X \]

i.e., the FTD basket premium approaches the default probability of the entity with the lowest credit quality (XYZ) as the default correlation between the names in the basket approaches 1.

We will also see in Part IV that, when (i) default correlation is close to zero and (ii) the product of individual default probabilities is sufficiently small, \( \omega_{X&A} \) will be low. Indeed, equation (9.6) implies that the FTD basket premium will approach the sum of the individual credit default swap premiums of the reference entities as \( \omega_{X&A} \) approaches zero. Using the above notation:

\[ \omega_{X&A} \approx 0 \quad \text{when conditions (i) and (ii) above are met} \]

and, given equation (9.6),

\[ S_{\text{basket}} \approx \omega_X + \omega_A \]

To sum up, and generalizing to baskets with more than two reference entities, protection bought through a first-to-default basket will be more expensive when the degree of default correlation among the entities in the basket is low and cheaper when that correlation is high. In plain words, with low default correlation, the protection seller in the above example
is exposed to two largely uncorrelated sources of risk and must be compensated accordingly with a higher FTD basket spread. In contrast, when default correlation is close to one, the protection seller is exposed mainly to one type of risk, the common factor driving the fortunes of the reference entities. Intuitively, the FTD basket premium will approach the CDS spread of the entity that is most vulnerable to that common factor, i.e., the one with the highest default probability. For intermediate values of default correlation, the FTD basket premium will fall in between the highest (single-name) CDS premium in the portfolio and the sum of all the CDS premiums.

One final point: Note that when the probability that both XYZ and AZZ will default is zero or very nearly so—\( \omega_{X,A} \approx 0 \)—the cost of buying protection through the basket approaches that of buying protection separately through two credit default swaps, one written on XYZ and the other on AZZ, where each contract has a notional amount of $1, the same notional amount associated with each reference entity included in the basket. Under such circumstances, the protection buyer may be better off with the two separate CDS contracts. Why? Together, the two CDS contracts cost about the same as the basket, but they effectively provide protection against defaults by both XYZ and AZZ, whereas the basket only provides protection against the first default. Thus, it makes more sense to buy protection through an FTD basket when there is some default correlation among the reference entities.

9.4 Variations on the Basic Structure

There are several variations around the basic structure discussed thus far in this chapter. The most straightforward one is the second-to-default swap, which, as the name suggests, is a contract where a payment by the protection seller is triggered only by the second default in the basket. For instance, for a basket where each reference entity is associated with a notional amount of $1, that payment will be equal to $1 minus the recovery value of the debt instruments of the second entity to default. Third-, fourth-, and, more generally, nth-to-default swaps are defined accordingly. From the perspective of investors, these products still offer the opportunity to take a leveraged exposure to credit, albeit at a lower risk (and thus with a lower yield).\(^4\)

Unlike the simple example discussed in the previous section, which involved only two reference entities, basket swaps tend to reference five to

\(^4\)Nth-to-default baskets have similarities to tranched structures, which we discuss in Chapter 14.
ten entities. Nonetheless, the main pricing results derived above regarding default correlations can be generalized for baskets written on a larger number of entities, although the required computations become substantially more complicated. We will address these more realistic cases in Part IV of this book.
Portfolio default swaps are similar to basket swaps (Chapter 9) in that they transfer portions of the credit risk associated with a portfolio from a protection buyer to a protection seller. A key difference is that the risk transfer is specified in relation to the size of the default-related loss in the reference portfolio instead of in terms of the number of individual defaults among the reference entities. For instance, whereas protection sellers in a first-to-default basket are exposed to the first default in the reference basket, protection sellers in a “first-loss” portfolio default swap are exposed to default-related losses that amount up to a prespecified share of the reference portfolio.

In Chapter 9 we introduced some key ideas about the role of default correlation in the pricing of multi-name credit derivatives. We continue to highlight this role here and introduce another key concept for valuing derivatives that reference more than one entity: the loss distribution function. Lastly, by discussing the basics of portfolio default swaps, this chapter lays some of the groundwork for discussing synthetic collateralized debt obligations (CDOs), which are the subject of Chapter 14.

10.1 How Does It Work?

Consider a hypothetical bank with a large portfolio of loans. The bank wants to reduce its exposure to the credit risk embedded in the portfolio, but does not want to sell or transfer the underlying loans. In addition, the
number of reference entities represented in the portfolio is large enough that simple basket products, such as a first-to-default basket, would offer only very limited protection. The bank could, of course, buy protection in several baskets—e.g., first-, second-, third-to-default baskets...—or even enter into several single-name credit default swaps to achieve its goals. Alternatively, the bank could buy protection through a single portfolio default swap.

The basic features of a simple portfolio default swap are illustrated in Figure 10.1. Suppose the bank feels that the chances that it will experience default-related losses in excess of, say, 10 percent over the next year are sufficiently small that it is willing to bear that risk. The bank can enter into a one-year portfolio default swap with an investor who is willing to sell protection against the first 10 percent in default-related losses in the portfolio. The investor (the “first-loss protection seller”) will be exposed to however many individual defaults are necessary to produce a 10 percent loss in the reference portfolio. To be more specific and simplify things further, suppose the total face value of the portfolio is $50 million and that there are 50 reference entities represented in the portfolio, each with a face value of $1 million and a zero recovery rate. As shown in Table 10.1, given the assumed recovery rate and the absence of counterparty credit risk, it would take 5 defaults in the portfolio before the bank actually becomes exposed to credit risk.

In exchange for the protection provided, the protection buyer agrees to make periodic premium payments to the protection seller, much like in a single-name credit default swap. The premium payments made by the protection buyer amount to

\[
\text{premium payment} = (\text{PDS premium}) \times (\text{size of the first-loss piece})
\]
TABLE 10.1
Loss Associated with 5 Defaults in the Bank’s Portfolio
($ Millions)

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial value of the portfolio</td>
<td>$50</td>
</tr>
<tr>
<td>Value after 5 defaults(^a)</td>
<td>$50 - 5 \times $1 = $45</td>
</tr>
<tr>
<td>Percent default-related loss</td>
<td>10 percent</td>
</tr>
</tbody>
</table>

\(^a\)Assuming no deterioration in the credit quality of remaining solvent entities in the portfolio and no change in market interest rates.

where the portfolio default swap (PDS) premium is usually quoted in terms of basis points per annum. For instance, assume that the PDS premium in the above example is set at 100 basis points and that payments will be made annually (in more realistic cases, the payments are more likely to be made quarterly). Even though the protection seller is initially exposed to defaults by any of the 50 entities in the portfolio—a total notional amount of $50 million—the protection sold will cover a maximum of 5 defaults. Thus, the annual premium payments received by the protection seller will be $50,000 or 100 basis points times $5 million.

What happens when defaults take place? As with a single-name credit default swap, and assuming that the contract calls for cash settlement upon default events, the protection seller will pay the difference between the par and recovery values of each defaulted asset, provided, of course, these payments do not exceed the original size of the first-loss piece.

Note that, as defaults occur, the size of the first-loss piece is reduced accordingly. For instance, carrying on with the numerical example, if the protection seller has already paid $1 million as a result of the loss incurred with the first default, the future payments in the event of additional defaults are now capped at $4 million. It is common for the premium payment made by the protection buyer to be adjusted to reflect the new size of the first-loss piece. Given the PDS premium of 100 basis points, the new annual premium after the first default becomes $40,000 (\(= 100 \text{ b.p.} \times 4 \text{ mil.}\)).

The process of paying for defaults and resetting the premium continues until the payments made by the protection seller max out, in which case the contract with the first-loss protection seller is terminated. At that point, the size of the first-loss piece, as well as the premium paid by the protection buyer, would have reached zero.

We have thus far focused on a first-loss contract, but the structure of, say, a second-loss contract is entirely analogous. For instance, suppose the bank had bought protection in an additional portfolio default swap, one where the protection seller would cover all default-related losses beyond the first $5 million. This protection seller is essentially long the second-loss...
piece of the portfolio. The second-loss protection seller will start covering
default-related losses once the payments made by first-loss protection seller
are maxed out. (If the bank had chosen not to enter into this second
contract, its position would be akin that being long the second-loss piece.)

10.2 Common Uses

From the perspective of investors, portfolio default swaps allow one to take
a substantially leveraged exposure to credit risk—and thus earn a higher
premium—with only limited downside risk. In the above example, the first-
loss protection seller was exposed to defaults in the entire loan portfolio of
$50 million, but the maximum loss was capped at $5 million. At the same
time, less aggressive investors might be attracted to the relative safety of
higher-order-loss products, such as the second-loss piece, which will only
sustain losses after the protection provided by the entire first-loss piece is
exhausted.

Portfolio default swaps are attractive to protection buyers because they
allow the transfer of a substantial share of the credit risk of a portfolio
through a single transaction, as opposed to a large number of individual
transactions. In addition, similar to basket swaps, a portfolio default swap
can be a cost effective way of obtaining partial protection against default-
related losses in one's portfolio.

Lastly, we should note an important general use of portfolio default
swaps. As we shall see in Chapter 14, they are the basic building blocks for
synthetic collateralized debt obligations, which make up a rapidly growing
sector of the credit derivatives market.

10.3 Valuation Considerations

Issues of counterparty credit risk aside, portfolio default swaps cannot
increase or reduce the overall degree of credit risk in the reference port-
folio. What portfolio default swaps do is redistribute the total credit risk of
the portfolio among different investors—e.g., first-, second-, and third-loss
protection sellers.

Intuitively, it is straightforward to see that the premium on the first-loss
piece depends importantly on how much of the total credit risk of the port-
folio is borne out by the first-loss protection sellers. To illustrate this point
we start by looking at a highly artificial but instructive example. Consider
the case where the hypothetical portfolio examined in Section 10.1 is made
up of five reference entities that are rated well below investment grade and
45 entities that are very highly rated.\footnote{Assume further that the default correlation between the lowly and highly rated assets is zero.} Under these circumstances, most of the credit risk of the portfolio resides in the five lowly rated entities. Now let us go back to Table 10.1, which illustrates a scenario where five of the reference entities in the portfolio default while the swap is still in force. Given what we have just assumed about the composition of the portfolio, the chances that such a scenario come to unfold are likely high. At the same time, the probability of any losses beyond 10 percent of the portfolio would be rather small. What we have here then is a situation where the first-loss protection sellers end up absorbing most of the credit risk of the portfolio. What do they get in return? They are compensated in the form of a high first-loss premium. Looking beyond the first-loss piece, the likelihood that second-loss protection sellers will ever have to cover a default-related loss in the portfolio is small in this particular example, and so would be the second-loss premium.

\subsection*{10.3.1 A First Look at the Loss Distribution Function}

In the above example, we considered a portfolio with very particular characteristics—a few very risky assets combined with lots of very highly rated assets. We used that example to discuss a situation with one specific feature: very high odds of losses of up to 10 percent of the initial par value of the portfolio and very low odds of losses beyond 10 percent. In effect, what we did was consider a particular loss distribution function for the portfolio. The loss distribution function is a key concept when it comes to valuing a portfolio default swap. Intuitively, it tells us the probabilities associated with different percentage losses in the portfolio.

Figure 10.2 shows loss distributions for two hypothetical portfolios. To highlight the importance of the loss distribution in the pricing of portfolio default swaps, both distributions correspond to portfolios with the same expected loss of 5 percent. Assuming a first-loss piece of 10 percent, the loss distribution of portfolio A (shown as the solid line) is such that it is nearly certain that virtually all the losses will be borne out by the first-loss investors: The figure shows a probability of nearly 100 percent of losses less than or equal to the first-loss piece and tiny probabilities of larger losses.

In contrast, the loss distribution of portfolio B (the dashed line) shows a much higher probability of total losses in the portfolio exceeding 10 percent, suggesting the total credit risk associated with portfolio B is more widely spread between first- and second-loss protection sellers.\footnote{Given the loss distributions depicted in Figure 10.2, the probability of losses greater than 10 percent in each portfolio, which corresponds to the sum of the probabilities} In terms of the pricing implications for portfolio default swaps written on these portfolios,
one would expect that while first-loss protection sellers would receive most of the credit risk premium associated with portfolio A, they would have to share more of that premium with second-loss protection sellers in portfolio B, despite the fact that the two portfolios have identical expected losses.

What are the main factors that determine whether the loss distribution of actual portfolios will look more like that of portfolio A or that of portfolio B? We have thus far relied on a case that highlights how the credit quality of the individual reference entities in the portfolio can affect the loss distribution. In more realistic examples, however, it will not generally be the case that the reference entities in the portfolio can be so neatly assigned to nearly opposite ends of the credit quality spectrum. Indeed, in many instances, the portfolio may well be composed of debt instruments issued by entities with similar credit quality. What would determine the shape of the loss distribution in such instances? To put it differently, how much of the total credit risk in the portfolio is being shifted, say, to the first-loss protection sellers? To answer these questions, we need to revisit a theme first introduced in Chapter 9: default correlation.

associated with losses larger than 10 percent, is virtually zero for portfolio A and about 14 percent for portfolio B. We will examine loss distributions more closely in Part IV.
10.3.2 Loss Distribution and Default Correlation

Let us again go back to the example discussed in Section 10.1—a portfolio composed of 50 reference names, each with a $1 million notional amount and a zero recovery rate—but this time we will assume that all of the entities represented in the portfolio have the same credit quality. In particular, suppose that each of the reference entities has a risk-neutral default probability of 6 percent. We also continue to consider two portfolio default swaps written on the portfolio, one with a first-loss piece of 10 percent and the other with a second-loss piece that encompasses the remaining losses in the portfolio.

We will consider first the case of very high default correlation among the 50 names in the portfolio. In this case, as we argued in Chapter 9, the reference entities in the portfolio tend to default or survive together. As a result, the portfolio behaves more like one single asset. Let us assume the polar case of perfect default correlation. What is the expected loss in the portfolio? Note that there are only two possible outcomes in this case, either all entities represented in the portfolio default together or they all survive. Thus, with 6 percent probability all reference entities default, resulting in a total loss of $50 million, and with 94 percent probability there are no losses. The expected loss in the portfolio is

\[ \frac{0.06}{1} \times 50 \text{ million} + \frac{0.94}{1} \times 0 = 3 \text{ million} \]

which results in an expected loss of 6 percent for the entire portfolio.

What is the expected loss in the first-loss piece? With 6 percent probability the entire first-loss piece is wiped out; with 94 percent probability it remains intact. The expected loss in this piece is

\[ \frac{0.06}{1} \times 5 \text{ million} + \frac{0.94}{1} \times 0 = 0.3 \text{ million} \]

which amounts to an expected loss of 6 percent of the first-loss piece.

How about the expected loss in the second-loss piece? If all firms in the portfolio default, second-loss investors absorb the residual loss of $45 million, which corresponds to an expected loss of $2.7 million:

\[ \frac{0.06}{1} \times 45 \text{ million} + \frac{0.94}{1} \times 0 = 2.7 \text{ million} \]

or 6 percent of the second-loss piece. Thus, with perfect default correlation, the first- and second-loss investors in this example should, in principle, earn the same protection premium, although, naturally, the premium payments will be scaled to the sizes of the first- and second-loss pieces.

To illustrate the effect of default correlations on expected returns on the first- and second-loss pieces we now examine another limiting case, one
with zero default correlation. The computation of expected losses for the first- and second-loss investors in this case is a bit more involved than that for the case of perfect default correlation.

Whereas in the perfect correlation case there were only two possible default outcomes, either all firms default together or all survive, we now have 51 possible default outcomes (no defaults, one default, two defaults, \ldots, 50 defaults), each with a different probability attached to it. This may sound complicated, but, with zero default correlation it is not hard to show that the expected loss of the first-loss investors will amount to approximately $2.88 million, or about 57.5 percent of the first-loss piece, and that of the second-loss investors will be about $0.12 million or approximately 0.27 percent of the second-loss piece.\(^3\)

Naturally, with zero default correlation, first-loss investors in this example will only risk losing over half of the first-loss piece if the premium that they receive from the protection buyer is sufficiently high. As for the second-loss investors, because their expected loss is very small, the second-loss premium will be very low.

Table 10.2 summarizes the main results obtained thus far regarding the two alternative default correlation scenarios just discussed. The table shows that the expected loss of the second-loss investors goes from 0.27 percent in the case of zero correlation to 6 percent in the case of perfect correlation. As more of the credit risk in the portfolio is transferred to the second-loss investors in the perfect-correlation case, the premium that they receive should also increase. The reverse happens, of course, to the first-loss investors. Their expected loss falls from 57.61 percent in the case of zero default correlation to 6 percent in the case of maximum default correlation,

\(^3\)One way to arrive at these results for the expected losses of the two classes of investors under the assumption of uncorrelated defaults is to make use of binomial distribution. In particular, let \(q(i)\) denote the probability that there will be \(i\) defaults in the portfolio within the next 12 months. Under the binomial distribution, the current example is such that

\[
q(i) = \frac{50!}{i!(50 - i)!} 0.94^{50-i} 0.06^{i}.
\]

and we can, for instance, write the expected loss of first loss-investors as

\[
\sum_{i=0}^{50} q(i) \text{Min}[L(i), 5]
\]

where \(L(i)\) is the total loss, in $ millions, in the portfolio when there are \(i\) defaults, and the notation \(\text{Min}[L(i), 5]\) indicates that the first-loss investors’ loss is capped at $5 million in this case. The expected losses of the overall portfolio and of second-loss investors can be computed in an analogous way.

We will get back to the binomial distribution and the modeling of expected portfolio losses in Part IV of this book. Some background on the binomial distribution is provided in Appendix B.
TABLE 10.2
Loss Distribution and Default Correlation

<table>
<thead>
<tr>
<th></th>
<th>zero correlation</th>
<th>perfect correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss in portfolio&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6 percent ($3 million)</td>
<td>6 percent ($3 million)</td>
</tr>
<tr>
<td>Expected loss of first-loss investors</td>
<td>57.61 percent ($2.88 million)</td>
<td>6 percent ($0.3 million)</td>
</tr>
<tr>
<td>Expected loss of second-loss investors</td>
<td>0.27 percent ($0.12 million)</td>
<td>6 percent ($2.7 million)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Size of portfolio: $50 million. Sizes of first- and second-loss pieces are $5 million and $45 million, respectively.

and the premium that they receive is reduced accordingly to reflect that the total risk of the portfolio is now more evenly distributed between the first- and second-loss pieces.⁴

For the more realistic cases of intermediate degrees of default correlation, the expected losses of the first- and second-loss investors fall somewhere in between the two polar cases shown in Table 10.2. In general, as we shall see in greater detail in Part IV, as the extent of default correlation in the portfolio increases, more of the total credit risk embedded in the portfolio is shared with the second-loss piece, which, as in the example just examined, will then earn a higher protection premium than in instances of lower default correlation. At the same time, as less of the total risk in the portfolio is borne out by the first-loss protection sellers alone, the premium that they earn decreases as default correlation rises.

In terms of the loss distribution, Table 10.2 suggests that, other things being equal, portfolios with higher default correlations have higher probabilities of larger losses than portfolios with lower default correlations. Intuitively, as default correlations increase, so does the likelihood that the reference entities represented in the portfolio will default together, leading to a greater chance of larger default-related losses in the overall portfolio.

---

⁴With nonzero recovery rates, the first- and second-loss investors will not generally earn the same premiums in the case of perfect default correlation. For instance, with a 50 percent recovery rate, the second-loss investors’ expected loss would be

\[0.06 \times $(25 - 5) \text{ million} + 0.94 \times $0 = $1.2 \text{ million}\]

which amounts to about 2.7 percent of the second-loss piece.
10.4 Variations on the Basic Structure

Before we move on, we should note that the terms of portfolio default swap agreements are less standardized than, say, those of single-name credit default swaps. Thus, although the example discussed above was meant to be illustrative of the basic portfolio default swap structure, one is bound to find actual contracts that will differ in one or more dimensions from the example provided.

Variations around the example examined in this chapter include physical settlement upon default, immediate vs. deferred default settlement, the timing and manner of resetting the premium, and the definition of credit events. Also, in many situations where the protection buyer is a bank, the bank retains a small first-loss piece and enters into various portfolio default swaps (e.g., second-, third-, and fourth-loss products) with investors, either directly or through an intermediary bank.

One last point: In the examples explored in this chapter, the reference portfolio was often described as a collection of loans or bonds held by the institution seeking to buy protection in the portfolio default swap. We could just as well have described the reference portfolio as a collection of individual credit default swaps in which the institution sold protection. In this case, the institution uses one or more portfolio default swaps to transfer at least some of the credit risk acquired via the single-name credit default swaps.
Principal-protected structures are coupon-paying financial products that guarantee the return of one’s initial investment at the maturity of the structure, regardless of the performance of the underlying (reference) assets. The coupon payments themselves are stopped in the event of default by the reference entity. Principal-protected structures can be thought of as a form of a funded credit derivative.

11.1 How Does It Work?

It may be useful to start by reminding ourselves about the mechanics of traditional (nonprincipal-protected) debt instruments. For instance, assuming a fixed-rate bond is valued at par, an investor in that security hands over the face value of the bond to the issuer and, in exchange, the issuer promises to return the full par amount of the note to the investor at the maturity date of the note and to make intervening coupon payments until that date. Should the issuer run into financial difficulties and default on its debt obligations, however, the investor loses both its initial investment (or part of it in the case of a nonzero recovery rate) and any remaining future coupon payments that would otherwise be made by the note.

We shall focus on single-name principal-protected notes (PPNs), the simplest form of a principal-protected structure. Such notes have some similarities with traditional fixed-rate bonds, but there are a few key differences. As with the bond in the previous paragraph, PPNs are funded
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instruments, generally sold at par, that promise regular coupon payments at prespecified dates and the return of principal at the maturity date of the note. Unlike traditional debt instruments, however, PPNs are generally issued by highly rated third parties, rather than by the reference entities themselves. In that regard, a PPN is very much like a credit-linked note, in that its cash flows are contingent on default events by a reference entity. Where a PPN differs both from traditional bonds and simple credit-linked notes is in the event of default by the reference entity. Upon default, typical bonds and CLNs terminate with investors getting only their corresponding recovery values. With PPNs, the stream of future coupon payments terminates, but the PPN does not. In particular, the repayment of the par value of the PPN at its maturity date is unaffected by the reference entity’s default.

Table 11.1 uses a simple numerical example to illustrate the main features of PPNs, and how they compare to par bonds (and, implicitly, to typical CLNs). The table shows the cash flows of two instruments: a four-year fixed-rate bond issued by XYZ Corp. and a four-year PPN that references XYZ Corp., issued by a highly rated financial institution. Both instruments are assumed to pay coupons annually and are initially valued at par ($100). The bond pays a coupon of 9 percent, and the PPN’s coupon is 6.8 percent. If XYZ does not default during the four-year period covered by the notes, the holders of the bond and the PPN receive the cash flows shown in the upper half of the table, the only difference between them being the size of their respective coupons.

The lower panel of Table 11.1 shows the cash flows of the bond and the PPN in the event of default by XYZ Corp. at year 2, immediately after the coupon payments are made. We assume a recovery rate of 50 percent. The bond terminates with the investor’s position valued at $59, the coupon payment of $9 just received plus the recovery value of $50. The PPN lives on, but makes no further coupon payments; it terminates only at its original maturity date, when it pays out its par value of $100.

We mentioned above that principal-protected structures are generally issued by highly rated entities. In addition, it is not uncommon for the principal guarantee to be collateralized. The main idea, of course, is to minimize the PPN investor’s exposure to any credit risk associated with the PPN issuer.

---

1 Credit-linked notes were introduced in Chapter 1 and are discussed further in Chapter 12.
2 Many of the assumptions made in this example can be easily relaxed without loss of generality. For instance, as we shall see later in this chapter, to value a PPN we need not have a fixed-rate note with the same maturity as the PPN.
3 Why does the PPN have a lower coupon than the bond? The investor essentially has to forego some yield in order to obtain the principal-protection feature.
11.2 Common Uses

PPNs appeal to investors seeking some exposure to credit risk, but who want to protect their initial investment. As such, PPNs can be used to make sub-investment-grade debt instruments appealing to conservative investors. As the example in Table 11.1 illustrated, investors may have to give up a substantial portion of the credit spread associated with the reference entity in order to obtain the principal-protection feature. As a result, a PPN that references a highly rated entity would have very limited interest to some investors as its yield would be very low. On the other hand, conservative investors might welcome the additional safety that a PPN would provide even to investment-grade instruments.

11.3 Valuation Considerations

For valuation purposes, it is helpful to decompose a PPN into two components, the protected principal and the (unprotected) stream of

\[
\begin{array}{ccc}
\text{Years from now} & \text{Fixed-rate bond} & \text{Principal-protected note} \\
0 & -100 & -100 \\
1 & 9 & 6.8 \\
2 & 9 & 6.8 \\
3 & 9 & 6.8 \\
4 & 109 & 106.8 \\
\end{array}
\]

\( a \) From the investor’s perspective. Par value = $100; recovery rate = 50 percent. 
\( b \) Assuming default occurs immediately after the coupons are paid at year 2.
coupon payments.

$$\text{PPN} = \text{protected principal} + \text{stream of coupon payments}$$

For simplicity, we start by assuming that counterparty credit risk is completely dealt with via full collateralization and other credit enhancement mechanisms so that the PPN buyer has no credit risk exposure to the PPN issuer. This implies that we can think of the protected principal as being akin to a riskless zero-coupon bond that has the same par value and maturity date as the PPN.

As for the stream of coupon payments, it can be characterized as a risky annuity that makes payments that are equal to the PPN’s coupon and on the same dates as the PPN. We have thus decomposed the PPN into two simpler assets

$$\text{PPN} = \text{Riskless zero-coupon bond} + \text{Risky annuity}$$

where the payments made by the annuity are contingent on the reference entity remaining solvent. Indeed, using now familiar terminology, the zero-coupon bond and the annuity constitute the replicating portfolio for this PPN, and, as a result, valuing a PPN is the same as determining the market prices of the bond and the annuity.

Valuing the zero-coupon bond is straightforward, especially if one is willing to assume that it involves no credit risk. In practice, one might want to discount the repayment of principal based on the discount curve of the PPN issuer. For instance, if that issuer is a large highly rated bank, one might want to derive a zero-coupon curve from short-term LIBOR and interest rate swap rates, which embed the average credit quality of the large banks that are most active in the interbank loan and interest rate swap markets. If the PPN matures $N$ years from today, the value of the corresponding zero-coupon bond can be written as:

$$V_{\text{ZCB}}^N(0, N) = D^*(0, N)F$$  \hfill (11.1)

where, using the same notation introduced in Chapter 5, $D^*(0, N)$ denotes a discount factor derived from the LIBOR/swap curve, and $F$ is the face value of the PPN.

The future payments of the risky annuity, which are contingent on the financial health of the reference entity, should be more heavily discounted than the principal payment if the reference entity has a credit quality lower than that of participants in the LIBOR market. Let $D(0, j)$, $j = 1$ to $N$, correspond to the discount factors derived from the reference entity’s
yield curve. The value of the risky annuity can be written as

\[ V^A(0, N) = \sum_{j=1}^{N} D(0, j)CPPN \]  

(11.2)

where \( CPPN \) is the coupon payment made by the PPN.

Given the above equations, we can write an expression for the market price of a PPN:

\[ V^{PPN}(0, N) = D^*(0, N)F + \sum_{j=1}^{N} D(0, j)CPPN \]  

(11.3)

PPNs are typically issued at their par value so pricing a brand new PPN amounts to finding the value of \( CPPN \) that makes \( V^{PPN}(0, N) \) in (11.3) equal to \( F \).

Equation (11.3) tells us that the basic ingredients for pricing a new PPN are the zero-coupon bond prices that correspond to the credit quality of the PPN issuer and the reference entity. These are typically not directly observable in the marketplace, but they can be inferred from related market quotes such as the LIBOR/swap curve and CDS spreads.\(^4\) As an example, suppose those quotes give you the zero-coupon bond prices shown in Table 11.2. If you use these numbers in equation (11.3), you will find that

<table>
<thead>
<tr>
<th>Maturity (years)</th>
<th>“Riskless” bonds</th>
<th>Reference entity’s bonds</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>1</td>
<td>0.943396226</td>
<td>0.895426927</td>
</tr>
<tr>
<td>2</td>
<td>0.88999644</td>
<td>0.801789381</td>
</tr>
<tr>
<td>3</td>
<td>0.839619283</td>
<td>0.717943802</td>
</tr>
<tr>
<td>4</td>
<td>0.792093663</td>
<td>0.642866212</td>
</tr>
</tbody>
</table>

\(^a\) Based on an assumption of flat riskless and risky yield curves. The riskless rate is set at 6 percent, and the reference entity’s risk spread and recovery rate are assumed to be 300 bps and 50 percent, respectively. Face value of the bonds = $1.

\(^4\) In Appendix A, we show how to derive zero-coupon bond prices from observed prices of coupon-paying bonds.
the PPN coupon that is consistent with the PPN being valued at par is 6.80 percent, the same coupon shown in Table 11.1. Indeed, the numbers in that table correspond to the zero-coupon bond prices shown in Table 11.2, and we can now verify that the PPN described in that example was indeed valued at par.

11.4 Variations on the Basic Structure

We have thus far limited ourselves to the simplest type of principal-protected structure. Other more complex structures do exist and are not uncommon, such as principal-protected structures that reference more than one entity or that pay floating coupons. One straightforward extension of the setup analyzed in this chapter are PPNs that offer only partial principal protection and thus provide a higher yield to investors. For instance, the PPN may guarantee only 50 percent of the investor’s original principal in the event of default by the reference entity. The main points highlighted in the preceding sections are generally applicable to these and other variations of the basic principal-protected structure.
Credit-linked notes are essentially securities structured to mimic closely, in funded form, the cash flows of a credit derivative. Credit-linked notes have a dual nature. On the one hand, they are analogous to traditional coupon-paying notes and bonds in that they are securities that can be bought and sold in the open market and that promise the return of principal at maturity. On the other hand, they can be thought of as a derivative on a derivative, as a credit-linked note’s cash flow is tied to an underlying derivative contract.

Credit-linked notes play an important role in the credit derivatives market as they have helped expand the range of market participants. In particular, some participants are attracted to the funded nature of a CLN, either because of their greater familiarity with coupon-bearing notes or because they are prevented from investing in unfunded derivatives contracts by regulatory or internal restrictions.

12.1 How Does It Work?

To illustrate the basic workings of a CLN, we will go back to one of the simplest credit derivatives, the credit default swap (Chapter 6). Consider an asset manager who is seeking exposure to a given reference entity but who wants that exposure to be in funded form. A credit derivatives dealer may buy protection against default by that reference entity in a vanilla credit default swap and essentially securitize that contract, passing the resulting
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FIGURE 12.1. Diagram of a Simple Credit-Linked Note

cash flows to the asset manager, who ultimately buys the newly created securities. Alternatively, the dealer may sell protection against default by the reference entity to a special purpose vehicle, which then issues the notes to the investor.¹

Figure 12.1 uses the example just discussed to illustrate the mechanics of a dealer-issued CLN. Imagine that the asset manager (the investor) wants to invest $100 million in the reference entity’s debt. The dealer sells to another party $100 million worth of protection in a CDS contract that references that entity. At the same time, the dealer issues $100 million of notes to the asset manager, where the notes will pay a predetermined spread over LIBOR for as long as the reference entity does not trigger the underlying credit default swap.

The spread over LIBOR paid by the note may differ from the premium paid under the CDS owing to administrative costs incurred by the dealer and counterparty credit risk considerations. Here it is important to note that, even if the whole CDS premiums were passed along to the investors, they would fall short of what the investor would consider an “adequate” coupon for the CLN. (Recall that the CLN is a funded instrument, but the CDS is not—see Chapter 6.) To make up for this shortfall, the dealer may invest the proceeds of the note sale in high-grade securities and use the income generated by these securities, along with the CDS premiums, to fund the coupons owed to the investor. These high-grade securities may also be used as collateral against the dealer’s obligations under the PPN.

At the maturity date of the CLN, assuming the underlying CDS was not triggered, the dealer pays out the last coupon and returns the investor’s

¹ Special purpose vehicles are discussed in the next chapter. They are essentially entities with high credit ratings created specifically to issue CLNs and other securitized products.
initial investment ($100 million in this case) and both the CDS and CLN are terminated. Indeed, from the investor’s perspective, the whole arrangement is very much akin to investing in a debt instrument issued by the reference entity, although, as we shall discuss later in this chapter, CLNs involve certain risks that are not present in traditional notes.

In the event of default by the reference entity, the investor bears the full brunt of the loss. Suppose that the recovery rate associated with the reference entity is 30 percent, and that a credit event does take place. The dealer pays its CDS counterparty the difference between the notional amount of the contract and the recovery value, $70 million, and the CLN is terminated with the asset manager receiving only $30 million of the $100 million that it had originally invested. Here again the cash flows to the investor mimic those of a traditional note issued by the reference entity.

12.2 Common Uses

We have mentioned already the most obvious applications for credit-linked notes. They allow the cash flows of derivatives instruments to be “repackaged” into securities that can be bought and sold in the market place. This is especially useful for certain classes of institutional investors, such as some mutual funds, that are precluded from taking sizable positions in unfunded derivatives contracts. These investors would otherwise be shut out of the credit derivatives market, and thus credit-linked notes play an important role in diversifying the market’s investor base.

Investors who do not have master credit derivatives agreements with dealers are attracted to credit-linked notes because they generally require less documentation and lower setup costs than outright credit derivatives contracts. In addition, credit-linked notes can be tailored to meet specific needs of investors. For instance, they can be used to securitize the risk exposures in portfolio default swaps, thereby broadening the pool of potential first-loss investors. Lastly, credit-linked notes can be rated at the request of individual institutional investors.

Credit-linked notes can help increase the liquidity of certain otherwise illiquid assets or even create a market for assets that would otherwise not exist in tradable form. For instance, CLNs that reference a pool of bank loans can be traded in the open market without restrictions, whereas actual sales of the loans might be subject to restrictions and notification or approval by the borrowers.

Bankers/dealers too find value in the issuance of credit-linked notes, over and above the revenue that they generate. For instance, CLNs provide dealers with an additional vehicle to hedge their exposures in other credit derivatives positions.
12.3 Valuation Considerations

As a general rule, the single most important risk exposure in a CLN is, naturally, the credit risk associated with the reference entity. CLN spreads are often wider than the spreads associated with the corresponding reference entities, however, although the issuer may reduce the spread paid under the CLN to cover its administrative costs.

The higher CLN spread reflects the investor’s exposure to the counterparty credit risk associated with the CLN issuer; the investor would not be exposed to such a risk if buying a note issued directly by the reference entity. Counterparty credit risk is more important for CLNs issued out of a bank or dealer, rather than from a highly rated special purpose vehicle, which tend to make more widespread use of collateral arrangements, as we shall see in the next chapter.

12.4 Variations on the Basic Structure

There are at least as many types, if not more, of CLNs as there are credit derivatives. For instance, while the example discussed in this chapter focused on a CDS-based credit-linked note, earlier CLNs were actually set up to securitize asset swaps (Chapter 5). In addition, the principal-protected notes discussed in Chapter 11 are, in essence, a member of the CLN family.

Credit-linked notes are common features of complex structured products such as synthetic CDOs. Indeed, the cash flows of synthetic CDOs are commonly channeled to investors in the form of coupon and principal payments made by specific CLNs.
Repackaging vehicles are special-purpose trusts or companies typically associated with banks and derivatives dealers. In the credit derivatives market, they are often counterparties in contracts that are subsequently securitized and sold off to investors. In this chapter, we will temporarily deviate from the stated goal of this book, which is to discuss specific types of credit derivatives, and take a closer look at this important aspect of many credit derivatives contracts. Repackaging vehicles are commonly backed by high-grade collateral and thus tend to be highly rated themselves in order to minimize investors’ concerns about counterparty credit risk. The main buyers of structured products issued by repackaging vehicles are insurance companies, asset managers, banks, and other institutional investors.

Repackaging vehicles are important issuers of credit-linked notes and play a central role in the synthetic CDO structure (Chapter 14). In this chapter we go over the basics of repackaging vehicles, also called special-purpose vehicles (SPVs), focusing on their applications to credit-linked notes, which were discussed in Chapter 12.1

13.1 How Does It Work?

Repackaging vehicles are trusts or companies sponsored by individual institutions, but their legal structure is such that they are “bankruptcy-remote” to the sponsoring entity, meaning that a default by the sponsoring entity does not result in a default by the repackaging vehicle. As a result, investors

---

who buy, say, credit-linked notes issued by a repackaging vehicle are not directly subject to the credit risk associated with the sponsoring entity.

In the credit derivatives context, the purpose of the vehicle is to “repackage” the cash flows and risk characteristics of derivatives contracts into coupon and principal payments made by notes that can be bought and sold in the marketplace. Figure 13.1 illustrates the basic workings of a repackaging vehicle. Consider a hypothetical situation where an investment bank (the sponsoring entity) has identified strong investor demand for, say, floating-rate notes issued by a given reference entity (XYZ Corp.). But suppose that entity has issued mostly fixed-rate liabilities. If the investors are unwilling, or unable, to enter into an asset swap with the bank, the bank can essentially use a combination of credit default swap and SPV technology to financial-engineer a note that will mimic the cash flows and risk characteristics sought by the investors.

Here is how it could work. The bank enters into a credit default swap with a repackaging vehicle especially created for the purposes of this transaction—hence the name special purpose vehicle. The bank buys protection against default by XYZ in a contract with a notional amount of, say, $100 million, which would correspond to the exposure desired by the investors. At the same time, the SPV issues notes to the investors in the amount of $100 million and uses the proceeds of the note sales to buy highly rated securities. Those securities will serve as collateral for the par value of the notes, which, absent a default by XYZ Corp., will be paid

\[ \text{Sponsoring Entity} \rightarrow \text{Credit default swap} \rightarrow \text{SPV (CLN issuer)} \rightarrow \text{Investor} \]

\[ \text{Reference entity} \]

\[ \text{AAA-rated collateral} \]

\[ \text{CLN coupons + principal} \rightarrow \$100 \]

\[ \text{collateral cash flow} \]

\[ \text{premium protection} \]

FIGURE 13.1. Diagram of a Simple SPV Structure

---

2 This is similar to what was achieved in the case of a dealer-issued credit-linked note example examined in Chapter 12, but there are some important differences as we shall discuss in the next section.

3 An alternative arrangement would be for the bank to sell an asset swap to the SPV and have the SPV securitize the asset swap, selling the notes to the investors.
13.2 Why Use Repackaging Vehicles?

In Chapter 12 we discussed the basic structure of a simple credit-linked note issued directly by a derivatives dealer and noted that dealer banks are common issuers of such notes. Indeed, a quick look at Figures 12.1 and 13.1 will reveal remarkable similarities between the bank- and SPV-issued structures, and all of the common uses for credit-linked notes, outlined in Section 12.2, also apply to typical SPV-based structures in the credit derivatives market. The question then becomes: Why the need for repackaging vehicles in the credit derivatives market when the dealers themselves can, and do, issue credit-linked notes directly?

One rationale for the widespread use of SPVs relates to the issue of counterparty credit risk. With a bank-issued CLN, the investor is exposed to the credit risk associated both with the reference entity and the bank. In particular, if the bank defaults on its obligations, the investor may end up losing part or all of the principal and future coupon payments associated with the note even if the reference entity has not defaulted. In contrast, because the SPV is bankruptcy-remote to the sponsoring bank and is fully backed by high-grade collateral, the investor has a potentially much smaller exposure to counterparty credit risk.

Of course there are ways to mitigate the investor’s exposure to counterparty credit risk in bank-issued structured notes. For instance, the bank may pledge the proceeds of the note sales as collateral. Still, counterparty credit risk considerations aside, there are other powerful factors behind the popularity of SPV-based structures. In particular, SPVs allow for greater flexibility to suit the particular needs of individual institutional investors.

---

4 Note that the sponsoring bank need not hold any debt instruments of the reference entity. Effectively, in the example in Figure 13.1, the bank has a short position on the credit quality of the reference entity.
when it comes to tax and regulatory issues. Indeed, SPVs are typically setup in jurisdictions that offer favorable tax and regulatory treatment such as, in the US, the states of Delaware and New York, and, elsewhere, in jurisdictions that include the Cayman Islands, Jersey, and Luxembourg.

Most of the examples provided above feature a bank as the SPV sponsor and an investor who buys SPV-issued notes. But one should be aware that the investor may just as well be, and in many cases is, another bank. For instance, AZZ Bank may be unwilling to do a total return swap directly with XYZ Bank, but it may feel comfortable doing that same swap with a AAA-rated SPV sponsored by AZZ Bank.

13.3 Valuation Considerations

Not surprisingly, the credit quality of the reference entity and, in the case of multiple reference entities, the default correlation of the entities loom large in the valuation of SPV-based credit derivatives. In addition, the credit quality of the SPV’s collateral and of the credit derivative counterparty (the sponsoring bank) are also factored into the coupons paid by the SPV as funds received both from the sponsoring bank and the collateral pool may be used to fund the SPV’s obligations.

SPV-based structures are often rated by the major credit-rating agencies. The factors mentioned above are key determinants of the credit rating of a given structure. In addition, the legal structure of the SPV, such as the way that multiple-issuance SPVs segregate collateral pools (discussed below), is also a factor in the risk profile and consequent credit rating of repackaging vehicles.

13.4 Variations on the Basic Structure

In the simple example illustrated in Figure 13.1, the repackaging vehicle was created specifically for the purposes of issuing the credit-linked notes sought by the investors. While this arrangement has the advantage that the investors are the sole claimants to the SPV’s collateral (provided, of course, that the reference entity does not default) a drawback is that such “single-purpose SPVs” may be more costly than SPVs that issue more than one type of security, so-called multiple-issuance structures.

Multiple-issuance SPVs can be more cost effective than single-purpose SPVs in that their associated administrative and setup costs can be spread out among a larger number of issues. The legal structure of such vehicles is such that, even though the multiple-issuance SPV is a single entity, each note series issued by the entity has its own separate collateral pool.
As a result, investors only have recourse to the specific pool backing the notes that they hold. Assuming these non-recourse stipulations (often termed firewalls) are fully effective, defaults in one collateral pool do not affect the recourse rights of investors in notes backed by other pools, and investors in defaulted pools have no claim to assets held as collateral for other notes.

An alternative form of multiple-issuance repackaging vehicles are the so-called “umbrella” programs, whereby a separate legal entity is created for each issue, but each individual entity is based on the same master legal framework. Umbrella programs tend to provide a more effective segregation of collateral pools than other multiple-issuance vehicles while being more cost effective than single-purpose SPVs.

A particular type of repackaging vehicle that grew in popularity in the late 1990s and early 2000s, when insurers and reinsurers became increasingly active in the credit derivatives market, is the so-called “transformer.” Transformers are essentially captive insurance companies established by banks/dealers for the purpose of converting a pure credit derivatives contract into an insurance contract. Transformers owe their existence to the fact that many jurisdictions place regulatory constraints on the ability of insurance companies to enter into derivatives contracts, which effectively prevent insurers from selling protection in simple CDSs. Thus, a transformer is set up in a jurisdiction where such regulatory barriers are not in place, such as in Bermuda. For instance, the transformer can, on one hand, sell protection in a CDS contract with a bank/dealer and, on the other hand, enter into a largely offsetting credit insurance contract with an insurance company that would otherwise be barred from the credit derivatives market.
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Synthetic collateralized debt obligations are structured financial products that closely mimic the risk and cash flow characteristics of traditional (cash-funded) collateralized debt obligations. This “mimicking” is done through the use of credit derivatives, such as credit default swaps and portfolio default swaps, and that is why synthetic CDOs are part of any broad discussion of credit derivatives.

To explain synthetic CDOs, we first go over the general nature of the instruments they are designed to mimic, and thus we start this chapter with a brief overview of traditional CDOs. As we shall see, these are instruments that allow one to redistribute the credit risk in a given portfolio into tranches with different risk characteristics and, in the process, meet the risk appetites of different investors.

14.1 Traditional CDOs

The basic idea behind traditional CDOs is quite simple and can be illustrated with a nonfinancial example. Imagine a small number of water reservoirs located on the slope of a mountain. The reservoirs are emptied and then refilled at the beginning of each month. When each reservoir is filled to its capacity, the water in it cascades into the one just below, and in this way a single water source can in principle refill all reservoirs simply by feeding the pool at the highest elevation. We say in principle because this assumes that the source has enough water to fill all reservoirs to capacity,
otherwise one or more reservoirs down the mountain may be left empty or only partially filled.

What do cascading water reservoirs have to do with collateralized debt obligations? Replace the monthly water replenishments with the monthly or quarterly cash flows generated by a portfolio of, say, business loans and think of the individual reservoirs as investors with different claims on these payments, and you arrive at the main idea behind a CDO. The reservoirs at higher elevations, which are the ones to be replenished first, correspond to investors with most senior claims on the cash flows of the portfolio—they are first in line to collect their share of the “water.” The reservoirs in lower elevations, which receive their water allotments only after the reservoirs up the mountain have received their full due, are analogous to investors with junior (subordinated) claims to the cash flows of the portfolio. The reservoir at the foot of the mountain is akin to a first-loss investor: Should the water source come short of its promised amount, the lowest reservoir will be the first to dry up.

To sum up, collateralized debt obligations are essentially securities with different levels of seniority and with interest and principal payments that are backed by the cash flows of an underlying portfolio of debt instruments. When the debt instruments are loans, the CDO is often called a CLO—a collateralized loan obligation—if they are bonds, the CDO becomes a CBO—a collateralized bond obligation.

14.1.1 How Does It Work?

Let us look at a very simple and stylized CDO structure, represented schematically in Figure 14.1. Consider a CDO issuer with a portfolio of loans with a total face value of, say, $100 million. (As noted above, we could call this a CLO, but we will stick to the more general terminology to emphasize that this example would work just as well with a CBO.) To fund the purchase of the loan portfolio, the issuer sells debt obligations (notes) to investors. The stream of payments promised by these notes is, in turn, backed by the cash flows generated by the loan portfolio. The figure depicts the relatively common case where the CDO issuer is a special purpose vehicle (Chapter 13).

Suppose both the loans that make up the collateral and the resulting notes make monthly payments. Each month, the issuer (the SPV) receives

---

1 The CDO structure examined here is used to highlight only the basic features of CDOs. More complex structures are not uncommon. For instance, many CDOs allow for the addition, removal, and substitution of assets in the collateral pool—so-called ramp-ups, removals, and replenishments—during the life of the structure. In addition, the basic waterfall structure described above is often complicated by “coverage tests,” a topic that is briefly discussed in Chapter 21. Goodman and Fabozzi (2002) discuss CDO structures in some detail.
FIGURE 14.1. Diagram of a Simple CDO

* Net of administrative costs, $ amounts are in millions

The payments due on the loans and passes them through to the investors who bought the notes (net of any administrative charges). Again, a key aspect of a CDO is that the notes have different coupons to reflect various levels of seniority and risk. In particular, in each month, any income paid by the underlying loans is used first to meet payments owed to the holders of the most senior notes. Once, the holders of those notes are paid, investors in the second most senior notes are paid up, and this process continues until the holders of the most junior notes receive their share of the portfolio's cash flow. (This is the cascading pool structure that we described above.)

The payments owed to the various notes are such that, in the absence of default in the underlying loans, the net monthly cash flow generated by the loans is just enough to pay all investors, from the most senior to the most junior. In the event of default in one or more of the loans in the portfolio, however, the holders of the most junior notes will receive less than their total payment due, which implies that their “coupon + principal” cash flow shown in Figure 14.1 is essentially a residual amount after more senior investors and administrative fees are paid. Naturally, because the most junior investors are long the first-loss piece of the CDO, their expected return is higher than the expected returns that correspond to the more senior notes in the structure.

In the parlance of the CDO world, each level of seniority of the notes issued under the CDO is called a tranche. CDO tranches are typically
rated by major credit rating agencies—such as Moody’s, Standard and Poor’s, and FitchRatings. In the case of a CDO with, say, four levels of seniority, one typically refers to the first-loss notes as the equity tranche, to the second- and third-loss notes as the subordinated mezzanine and senior mezzanine tranches, respectively, and to the most senior notes as, simply, the senior tranche. In the example depicted in Figure 14.1, the CDO involved three tranches: an equity tranche with a total par value of $5 million, a mezzanine tranche initially valued at $15 million, and a senior tranche with notes with a total face value of $80 million.

In many instances, the institution that accumulated the loans that make up the collateral held by the SPV buys back at least part of the equity tranche. This is done for a number of reasons. For instance, the high degree of credit risk associated with certain first-loss pieces may make them harder to sell in the open market. In addition, by staying on as a first-loss investor, the institution may hope to address potential CDO investors’ concerns about moral hazard and adverse selection problems.

To understand the moral hazard problem associated with CDOs, consider the example of a commercial bank that intends to securitize the business loans on its books. One manifestation of the moral hazard problem is the concern that the bank may make riskier loans than otherwise if it knows that it can then transfer all of the associated credit risk to CDO investors. The adverse selection problem is related to the notion that, relative to investors, the bank may have an informational advantage when it comes to evaluating the reference entities represented in its own portfolio. As a result, investors may become concerned about the so-called “lemon” phenomenon, or the possibility that they may end up buying debt securities that reference entities with particular problems and risks that are known only by the bank. By becoming a first-loss investor in the CDO, the bank in this example hopes to dispel or at least mitigate such worries.

14.1.2 Common Uses: Balance-sheet and Arbitrage CDOs

CDOs have a wide range of applications in the financial markets and tend to be classified according to the ultimate goals of their sponsors. For instance, from the perspective of a commercial bank, CDOs make it possible to transfer a large portfolio of loans off the bank’s balance sheet in a single transaction with a repackaging vehicle. Such CDOs are commonly called balance-sheet CDOs, and, indeed, historically, banks’ desire to free up regulatory capital through balance-sheet CDOs was an important driver of CDO market activity in the 1990s. The banks would sell the assets to sponsored SPVs, which would then securitize them and place them with institutional investors, as broadly outlined in Figure 14.1.

In recent years, a substantial share of CDO issuance has been driven not so much by banks’ balance-sheet management needs, but by investor
demands for leveraged credit risk exposures.\textsuperscript{2} These CDOs are often referred to as arbitrage CDOs in that the institutions behind the issuance are, for instance, attempting to enhance their return on the underlying assets by becoming first-loss (equity) investors in the newly created structures. Most of these arbitrage CDOs are actively managed and thus the CDO investors are exposed both to credit risk and to the particular trading strategy followed by the CDO manager. Insurance companies, asset managers, and some banks are among the main equity investors in arbitrage CDOs.

Over and above their general application to balance-sheet management and return enhancement, CDOs can be used to create some liquidity in what would otherwise be essentially illiquid assets. For instance, many bank loans are inherently illiquid, in part because each sale may require approval by the borrower. Once those loans are securitized, however, their underlying risk characteristics become more tradable as the SPV-issued notes are bought and sold in the marketplace. In addition, as noted, the CDO structure allows, through the tranching process, the creation of new assets with specific profiles that may better match the individual needs and risk tolerances of institutional investors.

14.1.3 Valuation Considerations

Three main factors enter into the pricing of the various tranches of a CDO: the degree of default correlation among the debt instruments in the collateral pool, the credit quality of the individual debt instruments, and the tranching structure of the CDO. These are essentially the same factors that we discussed in Chapters 9 and 10, where we examined key multi-name credit derivatives. In addition, and quite naturally, these are some of the main variables taken into account by the major credit-rating agencies when assessing the risk embedded in individual CDO structures. We will see more about CDO valuation in Part IV of this book.

14.2 Synthetic Securitization

Having reviewed the basics of traditional CDOs, understanding the mechanics of synthetic CDOs becomes relatively straightforward, especially if one is already familiar with portfolio default swaps (Chapter 10). Figure 14.2 illustrates a simple synthetic balance-sheet CDO structure. The figure shows a commercial bank (labeled sponsoring bank) with a loan

\textsuperscript{2}Similar to first-loss investors in baskets and portfolio default swaps (Chapters 9 and 10), equity investors in CDOs are exposed to the credit risk in the entire collateral pool even though their maximum loss is substantially smaller than the total par value of the CDO.
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portfolio of $100 million (the reference assets). The bank wants to shed the credit risk associated with the portfolio, but, rather than selling the loans to a repackaging vehicle (labeled SPV in the figure), the bank opts for selling only the credit risk associated with the portfolio and for keeping the loans on its balance sheet.

The risk transfer is done via a portfolio default swap where the SPV is the counterparty and where the sponsoring entity buys protection against, say, any losses in excess of 2 percent of the portfolio. Alternatively, the risk transfer could be done via a series of single-name credit default swaps. (As in the case of traditional CDOs, the sponsor tends to keep a small first-loss piece, 2 percent in this case, partly in order to address investors’ potential concerns about moral hazard and adverse selection problems.) The bank in Figure 14.2 makes periodic premium payments to the SPV, and the SPV promises to stand ready to step in to cover any default-related losses that exceed 2 percent of the portfolio, just as in any typical portfolio default swap agreement.

What does the SPV do next? As in the traditional CDO structure, the SPV issues notes to various classes of investors (three in the example in Figure 14.2), where each class corresponds to claims with a given level of seniority toward the SPV’s cash flows. Because the portfolio default swap is an unfunded structure, however, the cash flows it generates (the protection premiums) cannot possibly fully compensate the investors both

* Net of administrative costs, $ amounts are in millions

FIGURE 14.2. Diagram of a Simple Synthetic CDO
for their funding costs (the SPV-issued notes are fully funded investments) and for the credit risk embedded in the reference portfolio. To make up for this shortfall, the SPV invests the proceeds of the note sales in high-grade assets, typically AAA-rated instruments. The SPV then uses these assets both as collateral for its obligations toward the sponsoring bank and the investors and, through the income that they generate, as a funding source to supplement the coupon payments promised by the notes. The collateral is shown in the lower part of the figure.

Provided there are no defaults in the reference portfolio, the sponsoring bank keeps on making full premium payments to the SPV, which in turn uses that income, along with the cash flow generated by the AAA-rated collateral, to meet the all coupon payments owed to the note investors. At the maturity date of the CDO notes, the portfolio swap is terminated and the SPV liquidates the collateral to repay the investors’ principal in full.

The CDO investors absorb all default-related losses in excess of the first-loss piece retained by the sponsoring bank, starting with the equity investors, as in a traditional CDO. Suppose, for instance that, after the bank’s first-loss piece is exhausted, an additional default takes place. A common approach is for the SPV to liquidate part of its collateral in order to cover the sponsoring bank’s losses and for the par value of the notes held by the equity investors to be reduced accordingly. Again, this is analogous to the portfolio default swap arrangement discussed in Chapter 10.

While Figure 14.2 shows the mechanics of a synthetic balance-sheet CDO, the structure of a synthetic arbitrage CDO would be similar. Salient differences would include the facts that the sponsoring entity could be, for instance, an asset manager, rather than the commercial bank featured in Figure 14.2, and that the SPV could potentially be selling protection to a number of buyers in the credit derivatives market, instead of just to its sponsor. Similar to the traditional CDO market, arbitrage-motivated deals have come to dominate new issuance flows in the synthetic CDO market in recent years.

14.2.1 Common Uses: Why Go Synthetic?

A powerful rationale for using synthetic, as opposed to traditional, CDOs relates to the fact that the latter does not require the sponsoring bank in a balance-sheet CDO to sell any of the loans in the reference portfolio or, especially in the case of arbitrage CDOs, the SPV to source loans and securities in various markets. To take on the sponsoring bank’s perspective, as we have argued before in this book, selling loans can be both potentially problematic for maintaining bank relationships and costly in terms of the legal steps involved in the borrower approval and notification process. The situation here is entirely analogous to an example, discussed in Section 3.1, involving single-name credit default swaps and loan sales, except that now
we are dealing with a potentially large number of reference entities in one single transaction: Synthetic CDOs allow a bank to sell anonymously the credit risk associated with the loans held on its books. Through the synthetic CDO, the bank essentially securitizes the credit risk in the portfolio, whereas through a traditional CDO both the credit risk and the loans are securitized.

Another rationale for using synthetic CDOs stems from banks’ hedging needs regarding potential exposures through undrawn credit facilities, such as back-up lines of credit offered to investment-grade entities that issue commercial paper (CP). For instance, XYZ Corp. may have an option to borrow $100 million from AZZ Bank in case it is unable to roll over its CP obligations. Should XYZ run into unexpected difficulties that lead it to draw down on the credit facility, it may well be too late (or too expensive) for AZZ Bank to hedge its XYZ exposure. Thus, the bank has a $100 million exposure to XYZ that does not quite fit the most common form of the traditional CDO model. Instead, the bank could decide to take preemptive measures and, for instance, refashion a synthetic CDO to include a $100 million notional exposure to XYZ Corp.³

### 14.2.2 Valuation Considerations for Synthetic CDOs

Valuation considerations are similar to those involving traditional CDOs. Default correlation, the credit quality of the individual entities represented in the reference portfolio, and the details of the tranching structure are important factors—see Chapter 21. In addition, the legal structure of the SPV, as well as the credit quality of the SPV’s collateral and of the sponsoring bank may also play a role. Regarding the latter two factors, their importance stems from the fact that the SPV depends on the incomes generated by the collateral and on the premiums paid by the sponsoring bank to fund the cash flows owed to the note investors. Similar to traditional CDOs, the tranches of synthetic CDOs can be, and typically are, rated by the major credit-rating agencies.

### 14.2.3 Variations on the Basic Structure

Synthetic CDOs are commonly structured to require even less securitization than the example shown in Figure 14.2. One such structure, motivated by an example provided by O’Kane (2001)[63], is shown in Figure 14.3. In this example, the sponsoring bank enters into two separate portfolio

---

³ Obviously, a synthetic CDO is not the only alternative available to the bank. Protection bought through a single-name CDS written on XYZ Corp. would be another possibility.
default swaps: a second-loss contract with the SPV, covering losses between 2 percent and 10 percent of the portfolio, and a third-loss contract with an OECD bank covering any losses in excess of 10 percent. Only the contract with the SPV is securitized and sold off into different tranches to investors following the same pattern described in the discussion of Figure 14.2. In this particular example, the bank obtained substantial credit protection while securitizing only 8 percent of the total portfolio.

An alternative synthetic CDO structure to the one illustrated in Figures 14.2 and 14.3 is the unfunded synthetic CDO, where investors put up no cash at the inception of the transaction and, similar to a single-name credit default swap, receive only the premiums passed through by the SPV. In this case, there is no SPV collateral involved and an investor would only be called upon to make a payment under the terms of the contract if and when default-related losses in the underlying portfolio fall within the range covered by his or her tranche. Such a structure is akin to a collection of portfolio default swaps written on the reference portfolio, with each swap corresponding to a different tranche of the synthetic CDO.

Before we end this chapter, we should once again note that, while the examples discussed in this chapter centered on CDOs that referenced pools of loans, CDOs are also commonly set up to reference bond portfolios.
Part III

Introduction to Credit Modeling I: Single-Name Defaults
Valuing Defaultable Bonds

Before we start exploring specific models for pricing credit derivatives, we will pause to introduce some notation and, in the process, review a few important concepts. Those familiar with risk-neutral probabilities and the risk-neutral valuation approach, two of the most important topics discussed in this chapter, may still want to at least glance through the next few pages to familiarize themselves with the notation that will be used throughout this part of the book.

In this chapter we shall assume that riskless interest rates are deterministic. This is done for expositional purposes only so we can avoid certain technical details related to the discussion of the risk-neutral valuation in Section 15.2.\(^1\) Stochastic interest rates are discussed in Chapter 17.

15.1 Zero-coupon Bonds

Let \(Z(t, T)\) denote today’s (time-\(t\)) price of a riskless zero-coupon bond that pays out $1 at a future time \(T\). If \(R(t, T)\) is the continuously compounded

\(^1\)In this non-technical overview of the valuation of defaultable bonds, we make no formal distinction between so-called risk-neutral and forward-risk-neutral probabilities. Indeed, when riskless interest rates are deterministic, these two probability measures coincide. Readers interested in pursuing these technical details further could consult Neftci (2002)[62] and Baxter and Rennie (2001)[6] for very accessible discussions of the main issues involved. More mathematically oriented readers may also be interested in the discussion in Bjork (1998)[7].
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FIGURE 15.1. Payout Scenarios for a Zero-Recovery Zero-Coupon Bond

yield to maturity on this bond, we have

\[ Z(t, T) = e^{-R(t,T)(T-t)} \]  

(15.1)

We can think of \( Z(t, T) \) as reflecting the time-value of money, or today’s (time-\( t \)) value of $1 that will be received for sure at time \( T \). Note that, for positive interest rates, even though the terminal payout of this bond is never in question, its value today is only a fraction of that payout, i.e., \( Z(t, T) < 1 \).

Now consider another bond with the same maturity and face value as the above riskless security, but this bond is subject to default risk. In particular assume that there is a nonzero probability that the bond issuer will default, in which case the bond will have a recovery value of $0. As shown in Figure 15.1, this bond has two possible cash flows associated with it: At time \( T \), it will either pay $1 (no default) or nothing (default). We shall assume that the actual probability of no default by this issuer at time \( T \), conditional on information available at time \( t \), is \( P(t, T) \), which is also called the survival probability of the issuer. (Needless to say, this probability is also conditional on the issuer not having defaulted by time \( t \).

\[ \text{Probability} \]

\( P \)

\( \text{Payout at maturity} \)

\( \text{Probability} \)

\( (1-P) \)

\( \$1 \)

(no default)

\( \$0 \)

(default)

Note: \( P \) is the actual probability of no default.

FIGURE 15.1. Payout Scenarios for a Zero-Recovery Zero-Coupon Bond

Up until now, we have been working on discretely compounded yields—see, e.g., Chapter 4—a concept with which most people tend to be familiar. Many of the credit risk models considered in this part of the book, however, are cast in terms of continuously compounded yields, and hence our switch to continuous compounding. The relationship between discretely and continuously compounded yields is reviewed in Appendix A, where we also discuss basic concepts related to bond yields and bond prices.
From the perspective of time $t$, it is useful to think of this risky bond as a lottery that, at time $T$, will pay either $1$, with probability $P(t, T)$, or $0$, with probability $1 - P(t, T)$. Let $Z^d_0(T, T)$ be the risky bond’s payout at time $T$. While this amount is unknown at time $t$, its expected value can be computed based on knowledge of $P(t, T)$. Suppose that the expected payout of the bond/lottery is $Y$, i.e.,

$$Y \equiv E_t [Z^d_0(T, T)] = P(t, T) \times 1 + [1 - P(t, T)] \times 0 = P(t, T) \quad (15.2)$$

where $E_t[.]$ denotes an expectation formed on the basis of information available at time $t$, given the survival probability $P(t, T)$.

### 15.2 Risk-neutral Valuation and Probability

How do we compute the present value of this bond/lottery? First, as with the riskless bond, there is the time-value of money. The payout of the lottery, if any, will only be made at the future date $T$, and a dollar tomorrow is less valuable than a dollar today. Second, and unlike the riskless bond, there is a chance that the lottery may not pay out at all (the bond issuer may default). As a result, one may want to discount the promised payment further when assessing the current value of the bond. There are two equivalent ways of thinking about this discounting. One can apply a higher discount rate to the promised payment of $1,

$$Z^d_0(t, T) = e^{-[R(t, T) + S(t, T)](T-t)} = Z(t, T)e^{-S(t, T)(T-t)} \quad (15.3)$$

where, for $S(t, T) > 0$, the promised payout of the risky bond is now discounted based on the higher rate $R(t, T) + S(t, T)$.

Alternatively, one can think of the artificial “probability” $Q(t, T)—also conditional on information available at time $t$—which is such that the risk-free rate can be relied upon to discount the defaultable bond’s expected future payment:

$$Z^d_0(t, T) = e^{-R(t, T)(T-t)} [Q(t, T) \times 1 + (1 - Q(t, T)) \times 0] = Z(t, T)Q(t, T) \quad (15.4)$$

where $1 - Q(t, T)$ is the “probability” attached to a default by the bond issuer, as shown in Figure 15.2.

---

3 Note that $Z^d_0(t, T)$, the time-$t$ price of the zero-recovery, zero-coupon defaultable bond that matures at time $T$, corresponds to the variable $D(t, T)$, which we introduced in Chapter 4. We use this new notation in this part of the book because it is more commonly used in the modeling literature.
Note that default probability \(1 - Q(t, T)\) in equation (15.4)—or the probability that the lottery will not pay out—will generally not coincide with the actual default probability \(1 - P(t, T)\) featured in equation (15.2). Why? Because investors may be risk averse. Here is how we will characterize a risk averse investor. Suppose the investor is given two alternative investment opportunities at time \(t\): (i) a promise to receive \(Y\) dollars for sure at time \(T\) and (ii) a chance to enter into the above lottery, which, based on the actual default probability \(1 - P(t, T)\), has an expected payout of \(Y\). For the purposes of this book, we will say that, if the investor is risk averse, he or she will choose the “sure thing,” rather than take the risk associated with the lottery.\(^4\)

Now note that the time-\(t\) value of a promise to pay \(Y\) dollars for sure at time \(T\) is simply \(Z(t, T)Y\). The time-\(t\) value of the lottery can be thought of as the time-\(t\) price of a zero-recovery zero-coupon bond with a face value of \(\$1\) and an actual probability of default \(1 - P(t, T)\). This is simply \(Z^d_0(t, T)\). Thus, if the marketplace is composed mainly of risk averse investors, the former (the “sure thing”) will be more valued than the latter (the lottery):

\[
Z(t, T)Y > Z^d_0(t, T) \quad (15.5)
\]

Using (15.2) and (15.4), we can rewrite the above as

\[
Z(t, T)P(t, T) > Z(t, T)Q(t, T) \quad (15.6)
\]

\(^4\)Formal definitions of risk aversion can be found in most financial economics textbooks, such as LeRoy and Werner (2001)[54] and Huang and Litzenberger (1988)[40].
which implies that $P(t, T) > Q(t, T)$. This is a key result that bears repeating,

$$\text{Risk aversion} \implies Z(t, T)Y > Z^d_0(t, T) \implies P(t, T) > Q(t, T) \quad (15.7)$$

In words, when investors are risk averse, the actual survival probability used in the valuation of a risky bond—equation (15.4)—is higher than the artificial survival probability associated with the bond.

What if investors are risk neutral? In the context of this book, we shall say that an investor is risk neutral if he or she is indifferent between the riskfree promise of a payout of $Y$ at time $T$ and a risky bond/lottery with an expected payout of $Y$, also to be made at time $T$. Thus, in a market composed of risk-neutral investors, the prices of the riskfree promise and the lottery should be the same

$$\text{Risk neutrality} \implies Z(t, T)Y = Z^d_0(t, T) \implies P(t, T) = Q(t, T) \quad (15.8)$$

and again using equations (15.2) and (15.4) we arrive at the result that, when investors are risk neutral, the probabilities that are used in the valuation of the risky bond in equation (15.4) are indeed the actual probabilities associated with default events related to the bond issuer.\footnote{We have left out the case of risk-loving investors. These are the ones who would value the lottery more highly than the sure thing, which would imply that $P(t, T) < Q(t, T)$.}

### 15.2.1 Risk-neutral Probabilities

Note that the artificial probabilities used in equation (15.4) were such that investors would be willing to discount the uncertain payout of the risky bond at the riskless rate. As we saw in the previous section, this is essentially what a risk-neutral investor would do. Consider the case of risk-averse investors. Intuitively, what we did was ask ourselves the following question: By how much do we have to inflate the default probability $1 - P(t, T)$ so that a risk-averse investor would be willing to behave as if she were risk neutral? The resulting artificial default probability $1 - Q(t, T)$ is commonly called the risk-neutral probability of default, which will only coincide with the actual probability of default if the world were populated by risk-neutral investors.

Let $\tilde{E}_t [Z^d_0(T, T)]$ denote the expected payout of the risky bond, computed on the basis of the risk-neutral probabilities $Q(t, T)$ and $1 - Q(t, T)$ and of information available as of time $t$, i.e.,

$$\tilde{E}_t [Z^d_0(T, T)] = Q(t, T) \times 1 + [1 - Q(t, T)] \times 0 = Q(t, T)$$

We will define $\tau$ as the default time, unknown at time $t$, of the bond issuer. If $\tau$ is independent of the riskfree rate embedded in $Z(t, T)$, which
is clearly the case thus far given that we are assuming that the riskless rate is deterministic, the risk-neutral valuation formula for this bond, essentially given by equation (15.4), can then be written as

$$Z_0^d(t, T) = Z(t, T) \tilde{E}_t \left[ Z_0^d(T, T) \right]$$  \hspace{1cm} \text{(15.9)}

The above equation is a very important result, and we will come back to it in many instances throughout the remainder of this book. We can simplify this basic result further in the context of zero-recovery bonds. In particular, when $R(t, T)$ and $\tau$ are independent, and going back to equation (15.4), we can write

Price of zero-recovery zero-coupon risky bond equals
price of comparable riskless bond
times
risk-neutral survival probability of risky bond issuer

where a comparable riskless bond is one with the same maturity date and face value as the risky bond, and the survival probability, $Q(t, T)$, refers to the risky-neutral probability of no default by the risky bond issuer by the maturity date of the bond, $T$.\(^7\)

15.3 Coupon-paying Bonds

Thus far we have limited ourselves to zero-coupon bonds. Extending the above results to coupon-bearing bonds is relatively straightforward.

\(^6\) For models that allow riskless rates to be stochastic, the simplifying assumption of independence between riskless interest rates and the default process may be a more reasonable approximation for highly rated entities than for lower-rated ones, at least as far as results based on empirical (as opposed to risk-neutral) probabilities are concerned. For instance, Duffee (1998)[21] and Collin-Dufresne, Goldstein, and Martin (2001)[14] found only a relatively weak relationship between changes in US Treasury yields and changes in credit spreads, but the sensitivity of spreads to interest rates was reported to increase with decreases in credit quality.

\(^7\) An alternative way to write the valuation formula for a risky zero-coupon bond is to make use of the indicator function $1_{\{\tau > T\}}$, which is one if the time of default, $\tau$, falls beyond the end of the horizon, $T$, and zero otherwise. Using this notation:

$$Z_0^d(t, T) = Z(t, T) \tilde{E}_t \left[ 1_{\{\tau > T\}} \right]$$
In particular, one can think of a coupon-paying bond as a portfolio of zero-coupon bonds. To see this, consider the case of a newly issued two-year defaultable bond that makes coupon payments annually and that promises the full repayment of its face value at maturity. Assume a fixed coupon rate of $C$, a face value of $1$, and a zero recovery rate. If the bond issuer does not default over the next 2 years, it will pay $C$ in one year and $1 + C$ two years from now.

Note that this coupon-paying bond is equivalent to a portfolio with two zero-coupon bonds, one that matures in one year and has a face value of $C$ and the other maturing in two years with a face value of $1 + C$. Thus, as we discussed in Chapter 1, if we know the price of this replicating portfolio of zero-coupon bonds, we know the price of the coupon-paying bond. Using notation consistent with that introduced in the previous section we can write the time-$t$ value, $V^B(t, t + 2)$, of this two-year bond as

$$V^B(t, t + 2) = Z_0^d(t, t + 1)C + Z_0^d(t, t + 2)(1 + C)$$

(15.10)

where $t$ denotes the current year, and $t + 1$ and $t + 2$ are dates one and two years from today, respectively.

Here we can invoke the risk-neutral valuation formula discussed in Section 15.2 and write

$$V^B(t, t + 2) = Z(t, t + 1)Q(t, t + 1)C + Z(t, t + 2)Q(t, t + 2)(1 + C)$$

(15.11)

where $Q(t, t + i)$ is the risk-neutral probability, as seen at time $t$, that the bond issuer will not default by time $t + i$, or the bond issuer’s survival probability through time $t + i$.

We can generalize the above results to a coupon-bearing defaultable bond that matures at some future date $T_N$, has a face value of $F$, and makes coupon payments $CF$ on dates $T_1, T_2, \ldots, T_N$. The value of such a bond at time $t$, $t < T_1$, is

$$V^B(t, T_N) = \left[ \sum_{i=1}^{N} Z(t, T_i)Q(t, T_i)C + Z(t, T_N)Q(t, T_N) \right] F$$

(15.12)

and we can now see that the discount factors $D(t, T_i)$ used, for instance, in Chapters 4 and 5, were essentially given by the product of the corresponding “riskless discount factor,” $Z(t, T_i)$, and the survival probability associated with bond issuer, $Q(t, T_i)$. 

15.4 Nonzero Recovery

We can bring the framework outlined in the chapter a bit closer to reality by considering the case of coupon-bearing bonds that are subject to default risk but that have a nonzero recovery value upon default. Let $X$, $0 \leq X < 1$, denote the recovery value of the bond. To avoid unnecessary complications at this point, assume that $X$ is nonrandom and that the bond holder receives $X$ on the coupon payment date that immediately follows a default.\(^8\)

Let $\text{Prob}_t[\text{default between } T_{i-1} \text{ and } T_i]$ denote the (risk-neutral) probability of a default occurring between coupon payment dates $T_{i-1}$ and $T_i$, based on all information available at time $t$. Intuitively, it is not hard to see that this probability should be equal to the probability of surviving through time $T_{i-1}$ minus the probability of surviving through $T_i$:

$$\text{Prob}_t[\text{default between } T_{i-1} \text{ and } T_i] = Q(t, T_{i-1}) - Q(t, T_i) \quad (15.13)$$

For instance, if the probability of surviving through $T_{i-1}$ is 50 percent and the probability of surviving through $T_i$ is 47 percent, then there is a 3 percent probability that the bond issuer will default between $T_{i-1}$ and $T_i$, where, for the reminder of this chapter, all references to probabilities are made in the risk-neutral sense.

Should the bond issuer default between $T_{i-1}$ and $T_i$, the bond holder will receive $X$ at time $T_i$. What is the time-$t$ value of the recovery payment received on that date? We can think of this payment as the present discounted value of a zero-coupon bond that pays $X$ at time $T_i$ with probability $[Q(t, T_{i-1}) - Q(t, T_i)]$ and zero otherwise. Using the risk-neutral valuation framework, the value of such a hypothetical bond would be

$$Z(t, T_i)[Q(t, T_{i-1}) - Q(t, T_i)]X$$

which is the present discounted value of the recovery payment associated with a default between times $T_{i-1}$ and $T_i$.

For a nonzero recovery bond with $N$ payment dates, there are $N$ possible dates for the recovery payment $X$ to take place, each corresponding to a different default scenario. For instance, if the bond issuer defaults between $T_2$ and $T_3$, the bond holder receives $X$ at time $T_3$, which, in the absence of uncertainty, has a present value of $Z(t, T_3)X$ at time $t$. If, instead, a default were to occur at a later period, say between $T_7$ and $T_8$, the time-$t$ value of the bond’s recovery value would be $Z(t, T_8)X$ in a world without uncertainty. As a result, once uncertainty is factored back into the computation, one can think of today’s (time $t$) value of the bond’s recovery

---

\(^8\) See Arvanitis and Gregory (2001)[2] for the more general case where the recovery payment occurs immediately upon default.
payment as a weighted sum of all the recovery payments associated with all possible default scenarios, where the weights are given by the risk-neutral probabilities of each scenario actually taking place:

$$V^\text{REC}(t) = \sum_{i=1}^{N} Z(t, T_i)[Q(t, T_{i-1}) - Q(t, T_i)]X$$ (15.14)

Given (15.14), writing down an expression for the total value of the bond is relatively simple. This is just the sum of the present discounted values of the bond’s coupon and principal payments, equation (15.12), and the bond’s recovery payment:

$$V^B(t, T_N) = \left[ \sum_{i=1}^{N} Z(t, T_i)Q(t, T_i)C + Z(t, T_N)Q(t, T_N) \right] F + \sum_{i=1}^{N} Z(t, T_i)[Q(t, T_{i-1}) - Q(t, T_i)]X$$ (15.15)

Upon closer inspection, one can see in equation (15.15) that the market value of a coupon-bearing defaultable bond is simply the probability-weighted sum of the present values of all possible cash flows associated with the bond.

15.5 Risky Bond Spreads

The price of a risky bond is often communicated in the marketplace in terms of the spread between the bond’s yield and some benchmark yield, such as a swap rate or the yield on a government security with comparable maturity. For instance, a newly issued ten-year corporate bond in the United States might be said to be trading at, say, 156 basis points over the yield on the most-recently issued ten-year US Treasury note.

Our intuition should tell us that the yield spread on a given risky bond should be closely related to how the probability of default associated with the issuer of that bond compares to the default probability, if any, associated with the benchmark bond. Indeed, as noted in Section 15.2, one can think of the pricing of a risky bond as the process of finding the spread $S(t, T)$ over the riskless rate so that the bond’s promised future cash flow is appropriately discounted to reflect both the time-value of money and the credit risk embedded in the bond. In particular, bringing together equations (15.3) and (15.4), we obtain

$$Z^d_0(t, T) = e^{-R(t, T)(T-t)}Q(t, T) = e^{-[R(t, T) + S(t, T)](T-t)}$$ (15.16)
Equation (15.16) leads to a simple relation between the yield spread and the (risk-neutral) probability of no default associated with a zero-coupon, zero-recovery risky bond:

\[ Q(t, T) = e^{-S(t, T)(T-t)} \]  

(15.17)

and the reader can verify that, for values of \( S(t, T) \) that are not too high, \( 1 - Q(t, T) \) and \( S(t, T) \) will be approximately equal when the period under consideration is one year \( (T-t = 1) \). More generally, the annualized default probability \( \frac{1 - Q(t, T)}{T-t} \) is approximately equal to the risky bond spread \( S(t, T) \) when \( S(t, T) \) is not too large.\(^9\)

It is relatively straightforward to examine the relationship between yield spreads and default probabilities in coupon-bearing bonds and in bonds with nonzero recovery values. For instance, in the case of a one-year zero-coupon bond, \( T-t = 1 \), with a recovery value \( X \), equation (15.4) becomes

\[ Z^d(t, t+1) = Z(t, t+1) \left[ Q(t, t+1) + (1 - Q(t, t+1))X \right] \]  

(15.18)

where we dropped the 0 subscript on \( Z^d(\cdot) \) to indicate that this is a nonzero recovery bond.

Combining (15.18) with (15.3) leads to

\[ 1 - Q(t, t+1) = \frac{1 - e^{-S(t,t+1)}}{1 - X} \]  

(15.19)

And, for \( S(t, t+1) \) not too large, it can be seen that

\[ 1 - Q(t, t+1) \approx \frac{S(t, t+1)}{1 - X} \]  

(15.20)

### 15.6 Recovery Rates

Thus far we have taken the recovery value of the bond, denoted above as \( X \), to be a nonrandom parameter in the basic bond valuation expression

---

\(^9\)If we had cast our default probabilities in a continuous-time framework, we would have found that the risk spread and the annualized risk-neutral default probability are one and the same in the case of no recovery value. To see this, consider the above example where one is interested in the probability of default between today’s date, \( t \), and some future date \( T \). If \( \lambda dt \) denotes the default probability over a short time period \([t, t + dt]\), assuming that no default has occurred before \( t \), it can be shown that the probability of no default occurring between \( t \) and \( T \) tends to \( e^{-\lambda(T-t)} \) as \( dt \) becomes infinitesimally small, assuming that \( \lambda \) is constant for this issuer between \( t \) and \( T \). Thus, the default probability over the period becomes \( 1 - e^{-\lambda(T-t)} \), leading to the result that \( S(t, T) = \lambda \). We will examine this continuous-time case in greater detail in Chapter 17.
in equation (15.15). Yet, the recovery value of a defaultable bond is an important source of uncertainty in the valuation process. Predicting recovery rates—the recovery value expressed as a percentage of the par value of the bond—is particularly difficult in light of the relative sparseness of the underlying default data: Despite the large number of corporate defaults in the early 2000s, defaults are still relatively rare events, which makes it harder to conduct statistical analysis and develop models of recovery values. Thus, practical applications of credit risk models often involve experimentation with a range of recovery values and reliance on the credit analyst’s judgment regarding the recovery rates corresponding to particular debtors, as opposed to heavy reliance on pure statistical models of recovery.\(^\text{10}\)

As shown in Table 15.1, extracted from Keenan, Hamilton, and Berthault (2000)[49], the data that do exist on recovery rates suggest that they can vary substantially both across and within levels of seniority and security. For instance, the table shows that, while the mean recovery rate for senior unsecured bonds over the 1970–1999 period was 48.84 percent, the corresponding standard deviation was 25.01 percent, and actual recovery rates ranged from 0.5 percent to 122.6 percent just within this level of seniority. (Recall that senior unsecured debt instruments are often specified

\(^{10}\)In Chapter 17 we briefly review the recovery assumptions embedded in the main types of credit risk models.
as deliverable instruments in physically settled credit default swaps—see Chapter 6.)

The table also shows the outer limits of the central 50 percent of observations on recovery rates for each of the security/seniority classes—the columns labeled first and third quartiles. Again focusing on the case of senior unsecured bonds, we see that these central observations involve recovery rates ranging from 30.75 percent to 67 percent. In part, variations in recovery rates reflect differences in the capital structures of defaulting firms—e.g. public vs. private debt composition (Hamilton and Carty (1999)[38])—and the fact that recovery rates seem to have a noticeable cyclical component—they tend to be higher during good economic times and low during lean times. Nonetheless, these factors explain only a portion of the observed variation in recovery rates. The one pattern that does show through strongly in the data is that recovery rates tend to be monotonically increasing with the level of seniority and security of the debt instrument.
We saw in Chapter 15 that risk-neutral survival probabilities are key elements in the pricing of financial market instruments that involve credit risk. For instance, we showed that the fair market price of a defaultable bond that makes payments at the future dates $T_i$ and $T_{i+1}$ depends importantly on the risk-neutral probabilities $Q(t, T_i)$ and $Q(t, T_{i+1})$ that the bond issuer will not default by $T_i$ and $T_{i+1}$, respectively, where these probabilities are conditional on all information available at time $t$ and, naturally, on the issuer having survived through time $t$. More generally, for any given issuer or reference entity, one can imagine an entire term structure of survival probabilities, which is one way of thinking of the credit curve. In simpler words, the credit curve is the relationship that tells us the risk-neutral survival probabilities of a given reference entity over various time horizons.

One can derive risk-neutral survival probabilities from the prices of liquid credit market instruments and then use such probabilities to price other, less liquid or more complex, instruments. In this chapter we describe a relatively straightforward framework for inferring survival probabilities from quoted credit default swap (CDS) premiums. We focus on three progressively simpler methods: one that can handle any shape of the term structure of CDS premiums, one built on the assumption of a flat term structure of CDS premiums, and one based on a simple rule of thumb for quick, back-of-the-envelope calculations for highly rated reference entities.

1 Unless otherwise stated, all probabilities conditional on information available at time $t$ will henceforth also be conditional on the issuer having survived through time $t$. 
Armed with the CDS-implied credit curve for two hypothetical reference entities, Sections 16.2 and 16.3 use a simple illustrative framework to go over two practical applications. In Section 16.2 we illustrate how to mark to market an existing credit default swap position. In Section 16.3 we revisit the problem of valuing a principal-protected note (PPN), which was the subject of Chapter 11. In particular, we describe how to price a PPN based on premiums quoted in the CDS market. Section 16.4 highlights some of the limitations of the simplified methodology described in this chapter.

16.1 CDS-implied Credit Curves

Consider a CDS with a notional amount of $1, written at time $t$ on a given reference entity, and with premium payment dates at $[T_1, T_2, \ldots, T_n]$. Let $S_n$ be the corresponding annualized CDS premium. For simplicity, assume that, in the event of default, the protection seller will pay $1 - X$ at the premium payment date immediately following the default, where $X$, $0 \leq X < 1$, is the recovery rate. To keep things even simpler, we will ignore the question of accrued premiums, or the fact that the protection buyer would be paying any premium accrued between the last payment date and the date of default.²

As seen in Chapter 6, we can think of a CDS as having two “legs”: The premium leg is made up of the periodic payments made by the protection buyer; the protection leg is the default-contingent payment made by the protection seller. Given the discussion in Chapter 15, assuming that, based on risk-neutral probabilities, the occurrence of defaults is independent of the riskfree interest rate embedded in the prices of riskless bonds, the present discounted value of the premium leg can be written as:

$$\text{PV(premiums)}_t = \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j S_n$$ (16.1)

²This simplifying assumption of no accrued premiums is relatively innocuous for highly rated reference entities, but can have more significant effects for riskier entities. Typically, one addresses the issue of accrued premiums by adding half an accrual period to the premium leg of the swap, which amounts to assuming that, should a default occur, it will on average take place midway through the period. In this case, equation (16.1) would become

$$\text{PV(premiums)}_t = \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j S_n + \sum_{j=1}^{n} \text{Prob}_t[T_{j-1} < \tau \leq T_j] \frac{\delta_j S_n}{2}$$

where $\tau$ is the time of default, and $\text{Prob}_t[.]$ denotes a risk-neutral probability conditional on all information available at time $t$. 
where \( Z(t, T_j) \) is the time-\( t \) price of a riskless zero-coupon bond that matures at \( T_j \) with a face value of $1; \( Q(t, T_j) \) is the reference entity’s survival probability through time \( T_j \), or the risk-neutral probability that the reference entity will not have defaulted by \( T_j \); and \( \delta_j \) is the accrual factor for the \( j \)th premium payment (the number of days between the \((j-1)\)th and \( j \)th premium payment dates divided by the number of days in the year, based on the appropriate day-count convention).

Equation (16.1) shows that there are two elements to discounting future premiums. The logic here is similar to that in Chapter 15. When computing the present value of a future payment, first, there is the time-value of money, captured by \( Z(t, T_j) \), and, second, one must take account of the fact that a future premium due, say, at \( T_j \) will only be received if the reference entity has not defaulted by then, and, conditional on all information available at time \( t \), the risk-neutral probability of that happening is \( Q(t, T_j) \).

The present value of the protection leg can be written in a similar way:

\[
PV(\text{protection})_t = \sum_{j=1}^{n} Z(t, T_j) \text{Prob}_t [T_{j-1} < \tau \leq T_j] (1 - X) \tag{16.2}
\]

where \( \tau \) is the time of default, and \( \text{Prob}_t [T_{j-1} < \tau \leq T_j] \) denotes the probability, conditional on information available at time \( t \), that the reference entity will default between \( T_{j-1} \) and \( T_j \). The intuition behind (16.2) is clear: One does not know whether and when a default will occur, but there is some probability \( \text{Prob}_t [T_{j-1} < \tau \leq T_j] \) that the reference entity will default during the interval \([T_{j-1}, T_j]\), in which case the protection seller would have to pay \( 1 - X \) at \( T_j \), which is worth \( Z(t, T_j) (1 - X) \) in today’s dollars. As a result, the present value of the protection leg of the CDS is the probability-weighted sum of all possible default scenarios.

From Chapter 15, equation (15.13), we know that we can rewrite (16.2) as

\[
PV(\text{protection})_t = \sum_{j=1}^{n} Z(t, T_j) [Q(t, T_{j-1}) - Q(t, T_j)] (1 - X) \tag{16.3}
\]

### 16.1.1 Implied Survival Probabilities

It typically costs nothing to enter into a standard CDS so it must be that \( S_n \) is such that the expected present discounted value of the premiums paid by the protection buyer equals the expected present discounted value.
of the protection payment made by protection seller. We can then equate the expressions in (16.1) and (16.3) and solve for the probabilities \( Q(t, T_j) \). In particular, after some manipulation, we can write:

\[
Q(t, T_n) = \sum_{j=1}^{n-1} Z(t, T_j) \left[ LQ(t, T_{j-1}) - (L + \delta_j S_n)Q(t, T_j) \right] \frac{Z(t, T_n)}{Z(t, T_{n-1})(L + \delta_n S_n)} + \frac{Q(t, T_{n-1})L}{(L + \delta_n S_n)} \tag{16.4}
\]

where \( L \equiv (1 - X) \).

Suppose now that you observe CDS premium quotes for a reference entity covering all dates involved in the above expression, i.e., the markets tell you the vector \([S_1, S_2, \ldots, S_n]\). From (16.4), and for a given recovery rate, \( X \), it can be shown that

\[
Q(t, T_1) = \frac{L}{L + \delta_1 S_1}
\]

and the other survival probabilities can be computed recursively. For instance, given the value for \( Q(t, T_1) \) implied by \( S_1 \), as well as the term structure of riskless discount rates, \( Z(t, T_i) \),

\[
Q(t, T_2) = \frac{Z(t, T_1)[L - (L + \delta_1 S_2)Q(t, T_1)]}{Z(t, T_2)(L + \delta_2 S_2)} + \frac{Q(t, T_1)L}{(L + \delta_2 S_2)}
\]

Of course, given the survival probabilities \( Q(t, T_n), n = 1, 2, \ldots, \), we can compute probabilities of default within specific horizons. For instance, the probability of default before period \( T_n \) is trivially given by \( 1 - Q(t, T_n) \).

At this point we should make one additional remark about the above method for computing survival probabilities from quoted credit default swap premiums. Note that the expression for the survival probabilities involves the riskfree discount factors \( Z(t, T_i) \), for \( i = 1, 2, \ldots, n \), which are meant to represent only the time value of money. In practice, however, these discount factors are often derived from the term structure of LIBOR and swap rates, which corresponds to the funding costs of the main participants.

\[\text{4} \text{In a more realistic situation, the observed CDS premiums may not exactly correspond to the ones in expression (16.4). For instance, premiums may be quoted only for contracts maturing at dates } T_1, T_3, T_5, \text{ etc. In practice, what one can do in these cases is to use interpolation methods to obtain premiums for the desired maturities from the ones actually seen in the marketplace. Interpolation methods are widely used in the context of yield curve modeling. See, e.g., the book by James and Webber (2000)[44] and the several references therein.}\]
of the credit default swap market. This is consistent with the practice of interpreting CDS premiums and asset swap spreads as being roughly analogous to the yield spread of a risky floater issued by the reference entity over a floater that pays out LIBOR flat (see Chapter 6).

16.1.2 Examples

We shall illustrate the derivation of CDS-implied default probabilities using two numerical examples. Figure 16.1 shows the term structure of CDS

<table>
<thead>
<tr>
<th>Maturity</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZZ</td>
<td>29</td>
<td>39</td>
<td>46</td>
<td>52</td>
<td>57</td>
</tr>
<tr>
<td>XYZ</td>
<td>9,100</td>
<td>7,800</td>
<td>7,400</td>
<td>6,900</td>
<td>6,500</td>
</tr>
</tbody>
</table>

Memo:

\[ Z(t, T) \quad 0.9803 \quad 0.9514 \quad 0.9159 \quad 0.8756 \quad 0.8328 \]

FIGURE 16.1. Two Hypothetical CDS Curves

---

Hull (2003)[41] describes a simple approach for obtaining zero-coupon bond prices, \[ Z(t, T_i) \], from yields on coupon-paying riskless bonds. See also Appendix A in this book.
TABLE 16.1
Implied Survival Probabilities over Various Time Horizons
(percent)

<table>
<thead>
<tr>
<th>Horizon</th>
<th>AZZ Bank</th>
<th>XYZ Corp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>One year</td>
<td>99.42</td>
<td>49.72</td>
</tr>
<tr>
<td>Two years</td>
<td>98.45</td>
<td>30.60</td>
</tr>
<tr>
<td>Three years</td>
<td>97.26</td>
<td>18.87</td>
</tr>
<tr>
<td>Four years</td>
<td>95.88</td>
<td>14.10</td>
</tr>
<tr>
<td>Five years</td>
<td>94.37</td>
<td>11.52</td>
</tr>
</tbody>
</table>

Note. Assumed recovery rates: AZZ Bank, 50 percent; XYZ Corp., 10 percent.

premiums for two hypothetical reference entities at opposite ends of the credit spectrum: AZZ Bank, which is assumed to be a highly rated institution, and XYZ Corp., a corporation that is seen as very likely to default in the near term.

For simplicity, we assume that the premiums in both agreements are paid once a year ($\delta_j = 1$ for all $j$). As can be seen in the figure, while the five-year CDS premium for AZZ Bank is under 60 basis points, that for XYZ Corp. is assumed to be 6,500 basis points. Also noteworthy is the pronounced negative slope of the XYZ Corp. curve, which is typical of companies perceived to have a high likelihood of default. The quotes plotted are shown in the table at the bottom of the figure so that the reader can verify the calculations that follow.

Table 16.1 shows implied survival probabilities for AZZ Bank and XYZ Corp. over the next five years, computed as in equation (16.4) and based on zero-coupon bond prices shown in the memo line in the table at the bottom of Figure 16.1. Judged from the perspective of CDS market participants, the risk-neutral odds that XYZ Corp. will still be around in one year’s time are about even, whereas the corresponding risk-neutral probability for AZZ Bank is nearly 100 percent. Over the five-year horizon, the survival probabilities fall to almost 95 percent for AZZ Bank and 11.5 percent for XYZ Corp.

As indicated in the footnote in the table, these calculations assume recovery rates of 50 percent and 10 percent for AZZ Bank and XYZ Corp., respectively. We will examine how the results would differ under different recovery rates in what follows.

16.1.3 Flat CDS Curve Assumption

The calculation of implied survival probabilities simplifies substantially if one is willing to assume a flat CDS curve. In particular, the survival
probability \( Q(t, T_n) \) reduces to \( Q(t, T_1)^n \). (The reader can verify this by going back to the derivation of \( Q(t, T_2) \) in Section 16.1.1.)

As can be seen in Table 16.2, despite the fact that the “true” curves for AZZ Bank and XYZ Corp. are non-flat, the flat curve assumption generates survival probabilities that are not too far off the ones shown in Table 16.1. The calculations in Table 16.2 assume that the credit curves of AZZ Bank and XYZ Corp. are flat at their respective five-year CDS premium levels and thus the survival probabilities for XYZ Corp., which has the steepest CDS curve, are affected the most by the flat curve assumption.

### 16.1.4 A Simple Rule of Thumb

From the calculations done above, and assuming flat CDS curves with premiums equal to the five-year quotes shown in Figure 16.1, we have that the probability of default by \( T_1 \) is

\[
1 - Q(t, T_1) = 1 - \frac{1 - X}{1 - X + S_5} \approx \frac{S_5}{1 - X}
\]

and thus we can approximately think of the CDS premium as a measure of the probability of default over the next year under the assumption of no recovery. Close inspection of equation (16.5), however, shows that the goodness of this approximation hinges on \( S_5 \) being small enough, a topic that we also discussed in the context of equation (15.20). Indeed, while this rule of thumb would place the probability of default by AZZ Bank within the next year at 1.14 percent, which is close to the number based on the flat credit curve assumption, the corresponding number for XYZ Corp. would be about 72 percent, compared to 42 percent in the flat curve scenario.
### 16. The Credit Curve

#### TABLE 16.3
Implied Survival Probabilities for AZZ Bank over Various Time Horizons and under Alternative Recovery Rate Assumptions (percent)

<table>
<thead>
<tr>
<th>Horizon</th>
<th>$X = 0.20$</th>
<th>$X = 0.50$</th>
<th>$X = 0.65$</th>
</tr>
</thead>
<tbody>
<tr>
<td>One year</td>
<td>99.64</td>
<td>99.42</td>
<td>99.18</td>
</tr>
<tr>
<td>Two years</td>
<td>99.03</td>
<td>98.45</td>
<td>97.80</td>
</tr>
<tr>
<td>Three years</td>
<td>98.28</td>
<td>97.26</td>
<td>96.12</td>
</tr>
<tr>
<td>Four years</td>
<td>97.40</td>
<td>95.88</td>
<td>94.17</td>
</tr>
<tr>
<td>Five years</td>
<td>96.44</td>
<td>94.37</td>
<td>92.06</td>
</tr>
</tbody>
</table>

#### 16.1.5 Sensitivity to Recovery Rate Assumptions

Table 16.3 shows how the survival probabilities for AZZ Bank are affected by alternative recovery rate assumptions. Because there is great uncertainty surrounding actual recovery rates in the event of default, implied survival probabilities are sometimes best reported in terms of ranges corresponding to alternative values of the recovery rate. The differences in the results reported in the table would be more dramatic for lower-rated reference entities.

#### 16.2 Marking to Market a CDS Position

Although a credit default swap agreement typically has zero market value at its inception, that generally does not remain true throughout the life of the agreement, especially as the credit quality of the reference entity may change. Marking a CDS position to market is the act of determining today’s value of a CDS agreement that was entered into at some time in the past.

One can use equations (16.1) and (16.3) to write an explicit expression for the value of a CDS contract to a protection buyer:

$$V^{CDS}(t, T_n) = \sum_{j=1}^{n} Z(t, T_j)[Q(t, T_{j-1}) - Q(t, T_j)](1 - X)$$

$$- \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j S_n$$

$$= \sum_{j=1}^{n} Z(t, T_j)[[Q(t, T_{j-1}) - Q(t, T_j)](1 - X) - Q(t, T_j)\delta_j S_n]$$

(16.6)
where the first term to the right of the first equal sign is simply the expected present value of the protection payment that the seller has committed to make in the event of a default by the reference entity, and the second term is the expected present value of the stream of future premium payments owed under the contract. The value of the contract to the protection seller is simply the negative of this expression.

Consider now a credit default swap that was written on XYZ Corp.—one of the hypothetical reference entities examined in the previous section. The contract was entered into exactly one year ago with an original maturity of five years. Today’s CDS quotes for XYZ Corp. are shown in the table at the bottom of Figure 16.1. Let us imagine that XYZ Corp. was perceived to have a substantially more favorable profit outlook one year ago (and hence higher survival probabilities) than today. As a result, we assume that the CDS premium that was written into the year-old contract is 500 basis points, as opposed to the 6,500 basis points demanded by protection sellers today.

Given the significant deterioration in the prospects for XYZ Corp., the protection seller in the year-old contract is collecting a premium that is well below the going market rate. This contract then has negative market value to the seller of protection. The protection buyer, on the other hand, is holding a contract with positive market value as she is paying only 500 basis points per year per dollar of notional amount while a brand new contract with the same remaining maturity would command an annual premium of 6,900 basis points per dollar of notional amount.

How can we value the year-old contract? One approach is simply to derive the survival probabilities \(Q(.)\) implied by the current CDS premiums for XYZ Corp. (as we did in Section 16.1) and to put them into equation (16.6), along with the riskfree discount factors, the assumed recovery rate, and the premium written into the contract. A simpler approach is to think of the problem of valuing the year-old contract as that of computing its “replacement cost.” In particular, how much would it cost to replace the year-old contract, which now has a remaining maturity of four years, with a brand new four-year contract? To put it simply,

\[
\text{replacement cost} = \text{value of new contract} - \text{value of old contract (16.7)}
\]

where, given that the value of the new contract is zero by construction, the replacement cost of the old contract is simply the negative of its market value. The values of the old and new contracts—denoted below as \(V_{t}^{\text{old}}\) and \(V_{t}^{\text{new}}\)—can be written as

\[
V_{t}^{\text{old}} = \sum_{j=1}^{4} Z(t, T_j)\{[Q(t, T_{j-1}) - Q(t, T_j)](1 - X) - Q(t, T_j)\delta_j S_o\}
\]

(16.8)
\[ V_t^{\text{new}} = \sum_{j=1}^{4} Z(t, T_j) \{ [Q(t, T_{j-1}) - Q(t, T_j)](1 - X) - Q(t, T_j)\delta_j S_n \} \]

(16.9)

where \( S_o \) and \( S_n \) are the premiums written into the old and new contracts, respectively.

Substituting equations (16.8) and (16.9) into (16.7) we arrive at the result that we can write the market value of the year-old contract as a function of the difference between the premium written in that contract and the four-year premium currently quoted in the marketplace:

\[ V_t^{\text{old}} = \sum_{j=1}^{4} Z(t, T_j)Q(t, T_j)\delta_j [S_n - S_o] \]

(16.10)

which is a simpler expression than (16.6).

To sum up, to mark to market an existing CDS position one can rely on current CDS premiums to obtain implied survival probabilities, as described in Section 16.1, and use either (16.6) or (16.10) to determine the market value of the position. Either way, the year-old CDS contract written on XYZ Corp. with an original maturity of five years would now be worth 68.8 cents per dollar of notional amount to the protection buyer or about $6.9 million for a contract with a notional amount of $10 million.\(^6\)

### 16.3 Valuing a Principal-protected Note

Credit default swaps have become so liquid for certain reference entities that prices quoted in the CDS market are often used as the basis for valuing other credit-based instruments that reference those entities. In this section we illustrate how this can be done when valuing a principal-protected note (PPN), a credit market instrument that we discussed in Chapter 11. We will continue to work with the two examples introduced in Section 16.1.

As we saw in Chapter 11, a PPN is a coupon-paying note written on a particular reference entity and sold to an investor by a highly rated third party. In its simplest form, the note guarantees the return of its face value at its maturity date, even if the reference entity has defaulted in its obligations by then. The coupon payments themselves are stopped in the

---

\(^6\) Note that, in the example considered here, \( S_o \) is the premium written into the year-old contract and \( S_n \) is the going premium for a four-year CDS contract written on XYZ Corp. (6,900 basis points, according to the table in Figure 16.1).
event of default by the reference entity. In Chapter 11 we examined a fixed-coupon PPN and showed that one can think of it as a portfolio consisting of a riskless zero-coupon bond and a risky annuity that pays a fixed coupon

$$\text{PPN} = \text{Riskless zero-coupon bond} + \text{Risky annuity} \quad (16.11)$$

where the payments made by the annuity are contingent on the reference entity remaining solvent during the life of the PPN.

In practice, the price of the embedded riskless zero-coupon bond may be derived directly from the swap curve, which incorporates the credit quality of the AA-rated entities that are major sellers of PPNs. Valuing the above described PPN then essentially means determining the coupon that will be paid by the risky annuity. To see this, we can go back to equation (11.3) and recast it in the terms of the notation introduced in Chapter 15.

$$V_{\text{PPN}}(t, T_n) = \left[ Z(t, T_n) + \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j R_{\text{PPN}} \right] F \quad (16.12)$$

where $t$ and $T_n$ are, respectively, today’s date and the maturity date of the PPN, and the vector $[T_1, T_2, \ldots, T_n]$ contains the coupon payment dates of the PPN in the case of no default by the reference entity. $F$ is the face value of the PPN, and $R_{\text{PPN}}$ is its coupon rate. Two key points are worth emphasizing here about equation (16.12): $Z(t, T_n)$ corresponds to the credit quality of the PPN issuer (or a risk-free rate if the issuer poses no counterparty credit risk) and $Q(t, T_j)$ corresponds to the survival probabilities of the reference entity (not the PPN issuer).

PPNs are typically issued at their par value so pricing a brand new PPN amounts to finding the value of $R_{\text{PPN}}$ that makes $V_{\text{PPN}}(t, T_n)$ in (16.12) equal to $F$. This is simply

$$R_{\text{PPN}} = \frac{1 - Z(t, T_n)}{\sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j} \quad (16.13)$$

### 16.3.1 Examples

Suppose we want to price a family of PPNs written on the hypothetical reference entities introduced at the beginning of this chapter. (Each “family” references only a single reference entity.) For simplicity, we assume that the notes pay coupons annually and that no accrued interest is paid in the event of default by the reference entity.

The table in the bottom of Figure 16.1 has all the information we need to conduct the valuation exercise just described. In particular, using the
method described in Section 16.1, we can rely on the CDS premiums and zero-coupon bond prices shown in that table to obtain the survival probabilities of the reference entities (Table 16.1). Armed with these probabilities, obtaining the coupons on the five-year PPNs written on AZZ Bank and XYZ Corp. is simply a matter of using the appropriate values on the right side of equation (16.13). Table 16.4 shows the resulting term structures of PPN coupons for AZZ Bank and XYZ Corp.

### 16.3.2 PPNs vs. Vanilla Notes

Just as we used CDS-implied survival probabilities to value PPNs of various maturities, we can obtain a CDS-implied term structure of coupons on vanilla fixed-rate notes issued by the AZZ Bank and XYZ Corp. directly. According to equation (15.15), and assuming that these notes are sold at par, the fair value of such coupons is given by

\[
C = \frac{[1 - Z(t, T_n)Q(t, T_n)] - \sum_{j=1}^{n} Z(t, T_j)[Q(t, T_{j-1}) - Q(t, T_j)]X}{\sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j}
\]  

(16.14)

where, again, \( F \) is the par value of the notes.

Figure 16.2 shows the term structures of principal-protected and vanilla fixed-rate notes that reference AZZ Bank and XYZ Corp. As one would expect, investors have to give up some yield in order to obtain the principal-protection feature. The figure also shows that the spread between PPN and vanilla yields is wider for lower-rated entities, consistent with the intuition that principal protection is more highly valued for riskier entities than for relatively safe firms such as AZZ Bank.
16.4 Other Applications and Some Caveats

The examples examined in this chapter illustrated several practical applications of credit curves, ranging from using CDS-implied survival probabilities to determine the fair values of coupons on principal protected notes to marking existing CDS positions to market. Other uses include relative-value trading, such as taking long and short positions in two related instruments based on the view that existing discrepancies in their valuations—as implied, say, by survival probabilities derived from CDS quotes—will dissipate in the near future.

As we saw in Section 6.3, however, the real world rarely behaves exactly as dictated by results reported in textbooks. Factors such as accrued interest, liquidity, and market segmentation still very much drive wedges between the prices of otherwise closely related credit instruments. As a result, not only do market participants rely on more complex versions of the simple illustrative framework described in this chapter, but they also use their judgment and experience to assess current and prospective market conditions when working with the credit curve of any given reference entity.
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In this chapter we review and summarize the credit risk literature with a special focus on the main modeling approaches for valuing instruments subject to default risk. Section 17.1 summarizes the so-called firm value or structural approach to credit modeling, which traces its origins to the work of Black and Scholes (1973)[9] and Merton (1974)[59]. Credit models in this tradition focus on the analysis of the capital structure of individual firms in order to price their debt instruments. The discussion of the structural approach relies on some basic results regarding vanilla call and put options. Most of these results are discussed only at an intuitive level in this chapter. Readers interested in additional detail on the pricing of such options are encouraged to consult, for instance, the books by Baxter and Rennie (2001)[6] and Wilmott, Dewynne, and Howison (1999)[74], which provide excellent introductions to option pricing.

The reduced-form or default-intensity-based approach is addressed in Section 17.2, where we discuss models based on the seminal work of Jar- row and Turnbull (1995)[46]. The reduced-form approach does not directly attempt to link defaults to the capital structure of the firm. Instead, it models defaults to be exogenous stochastic events. Work in this strand of the credit risk literature is primarily interested in developing essentially statistical models for the probability of default over different time horizons.

In Section 17.3 we briefly compare the structural and reduced-form approaches, both on methodological and empirical grounds. That sec- tion also highlights the main thrust of a “hybrid” approach—motivated by the work of Duffie and Lando (2001)[23]—that incorporates elements of
both the structural and reduced-form approaches. The chapter concludes with Section 17.4, where we outline the basic tenets of the ratings-based approach to credit modeling.

17.1 Structural Approach

To understand the essence of the structural approach to credit modeling we will discuss the theoretical framework first proposed by Black and Scholes (1973)[9] and Merton (1974)[59]. Later on, we shall address some of the most important extensions of this basic framework.

17.1.1 The Black-Scholes-Merton Model

Consider a hypothetical firm with a very simple capital structure: one zero-coupon bond with face value $K$ and maturity $T$ and one equity share. In keeping with the notation introduced in Chapter 15, let $Z^d(t, T)$ denote the time-$t$ price of a bond maturing at time $T$ with a face value of $1$. As a result, the price of the bond with face value $K$ is $Z^d(t, T)K$. (We are dropping the 0 subscript on $Z^d(t, T)$ to emphasize that this will not generally be a zero-recovery bond.) To represent the market value of the equity share, we shall introduce a new variable, $E(t)$, where limited liability implies that the market value of equity cannot be negative.

The assumption of only one share and one bond is not restrictive. More generally, one can think of $K$ as being the total value of the firm’s debt, where all debt is in the form of zero-coupon bonds maturing at time $T$, and of $E$ as corresponding to the total value of the shares issued by the firm.

By way of the basic market value identity, which states that the market value of the shareholder’s equity is equal to the difference between the market value of the assets and liabilities of the firm, we can write:

$$ A(t) = E(t) + Z^d(t, T)K \quad (17.1) $$

where $A(t)$ stands for the market value of the assets of the firm.

The basic idea behind the Black-Scholes-Merton (BSM) model is very straightforward. Default is quite simply defined as a situation where, at time $T$, when the firm’s debt, $K$, becomes due, the value of the firm’s assets, $A(T)$, falls short of $K$:

$$ \text{default} \iff A(T) < K \quad (17.2) $$

Figure 17.1 illustrates the main points of the model. The figure shows the evolution of the value of the firm over time. For as long as $A$ remains above
$K$ at $T$, the firm does not default. Under such circumstances, the firm’s creditors receive $K$ and the shareholders get to keep the residual $A(T) - K$. Should $A(T)$ fall short of $K$ at time $T$, however, the firm defaults, with the creditors taking over the firm, receiving its full value $A(T)$, and the shareholders receiving nothing.

Thus, the debtholders either receive $K$ or $A(T)$, whichever is lower. If we let $Z^d(T,T)K$ denote the amount that the debtholders actually receive at time $T$, the debtholder’s payout at time $T$ can be written as

$$Z^d(T,T)K = K - \text{Max}(K - A(T), 0) \quad (17.3)$$

As for the shareholders, they either receive $A(T) - K$ or nothing at time $T$. Their payoff at time $T$ can be more succinctly written as

$$E(T) = \text{Max}(A(T) - K, 0) \quad (17.4)$$

Equations (17.2) through (17.4) summarize some of the key implications of the simple BSM framework. Examining (17.2) first, we can see that, in the context of the model, the default probability associated with this hypothetical firm is simply given by the probability that $A$ will be lower than $K$ at time $T$:

$$\text{default probability} = \text{Prob}_t[A(T) < K] \quad (17.5)$$

where, as in previous chapters, we are interested in risk-neutral probabilities. In particular, $\text{Prob}_t[.]$ denotes a risk-neutral probability conditional on all available information at $t$ and on the firm having survived through $t$. 

---

**FIGURE 17.1. Simple Illustration of the Black-Scholes-Merton Model**

The figure illustrates the Black-Scholes-Merton model for a firm with a face value of debt $K$ at maturity date $T$. The firm value $A(0)$ fluctuates over time, and the debtholder's payout $Z^d(T,T)K$ is determined by the relationship between $A(T)$ and $K$. The shareholders' payoff is $A(T) - K$ or $0$, depending on whether $A(T)$ is greater than $K$. The diagram captures the essence of the model's key features.
In addition, from (17.2) we can also infer that the recovery value of the bond upon default is simply $A$:

$$\text{recovery value of defaulted bond} = A(T) \quad (17.6)$$

which corresponds to a recovery rate in the event of default of $A(T)/K$. Thus, we have just shown how we can use this simple structural model to revisit two familiar credit concepts discussed in Chapter 15: default probabilities and recovery rates.

Turning now to equations (17.3) and (17.4), it can be shown that they lend themselves to an option-theoretic approach to the valuation of defaultable bonds and equities. This is a key insight of the BSM model. For instance, upon closer inspection of $\max(K - A(T), 0)$, the last term on the right-hand side of (17.3), one can see that this corresponds to the payout of a put option written on the value of the firm’s assets, where the strike price of the option is $K$. This is shown in the lower panel of Figure 17.2. In particular, the holder of this option would stand to gain if $A$ were to fall below $K$ by time $T$, which can be thought of as the expiration date of the option. But this expression appears with a negative sign in (17.3), which implies that, rather than being the holder of such a put, the debtholder wrote the option. Thus, one can think of the debtholder’s position as being equivalent to a portfolio composed of a long position in a riskless zero-coupon bond with a face value of $K$ and a short position in the just-described put option.
To sum up:

\[
\text{defaultable bond} = \text{riskless bond} - \text{put option on } A
\]  
(17.7)

Thus, if we let \( p(T, A(T); T, K) \) denote the value of the put option at \( T \), we can use equation (17.7) to write the following relationship between the market value of the firm’s debt and that of the embedded put option:

\[
Z^d(T, T)K = K - p(T, A(T); T, K)
\]  
(17.8)

and, expressing this relationship in terms of time-\( t \) prices, we obtain:

\[
Z^d(t, T)K = e^{-R(t, T)(T-t)}K - p(t, A(t); T, K)
\]

\[
= Z(t, T)K - p(t, A(t); T, K)
\]  
(17.9)

which is an expression for the price of a defaultable bond under the BSM model.\(^1\)

We have just shown that the debtholders’ position is equivalent to being long a riskless bond and short a put option written on the value of the firm. But who bought this put option? The shareholders implicitly did. To see this first note that a quick look at (17.4) will reveal that what we have on the right-hand side of that equation is essentially the payout of a call option written on \( A \), struck at \( K \) (see the upper panel of Figure 17.2). Thus

\[
\text{equity share} = \text{call option on } A
\]  
(17.10)

But now note that the payout of that call can be rewritten as:

\[
E(T) = \text{Max}(A(T) - K, 0) = A(T) - K + \text{Max}(K - A(T), 0)
\]

Thus, in the absence of arbitrage opportunities, for any \( t < T \) we can write:

\[
E(t) = A(t) - e^{-R(t,T)(T-t)}K + p(t, A(t); T, K)
\]  
(17.11)

which establishes that the shareholders’ position can also be thought of as including a long position on a put option written on the value of the firm, a put that they implicitly bought from the bondholders.\(^2\)

\(^1\) As discussed in Chapter 15, \( R(t, T) \) is the time-\( t \) yield to maturity on a riskless zero-coupon bond that will mature at time \( T \) with a face value of $1.

\(^2\) Readers familiar with basic option pricing theory will recognize equation (17.11) as the so-called put-call parity condition, which can be shown to be true regardless of
To derive model-implied risk spreads, recall that the yield to maturity, \( R^d(t, T) \), on the zero-coupon bond issued by the firm is such that

\[
Z^d(t, T) = e^{-R^d(t, T)(T-t)}
\]

Thus:

\[
R^d(t, T) = -\frac{1}{T-t} \log [Z^d(t, T)] \tag{17.12}
\]

and the credit spread is trivially given by \( R^d(t, T) - R(t, T) \).

Equation (17.9) implies that the higher the value of the put option implicitly sold by the bondholder to the shareholder, the wider the gap between the prices of the defaultable and riskfree bonds and, equivalently, the wider the corresponding credit spread. In terms of risk-neutral probabilities, a high value of \( p(.) \) suggests that the put option is more likely to be exercised than otherwise, which, in this context, amounts to saying that the firm is more likely to default. Thus, according to this model, issuers of defaultable bonds pay yields that are higher than those on otherwise comparable riskless bonds because such issuers are implicitly buying a put option on the value of their firms, and the value of that option is higher the lower is the credit quality of the firm.

### 17.1.2 Solving the Black-Scholes-Merton Model

Thus far we have discussed a few key results based on the Black-Scholes-Merton framework, but we have not actually solved the model. For instance, we have used the model to argue that the bondholder is essentially short a put option on the value of the firm, but we have not derived the price of this option or shown explicitly how that price, and thus the firm’s credit spread, relates to the capital structure of the firm. Indeed, up until now all of the results we have derived—default probabilities, recovery value, risky bond prices and spreads, etc.—depend importantly on \( A \), the value of the firm, but the evolution of \( A \) itself has not yet been addressed.

A central assumption in the BSM framework is that, based on actual (not necessarily risk-neutral) probabilities, \( A(t) \) evolves continuously over time following a geometric Brownian motion:

\[
\frac{dA(t)}{A(t)} = \mu dt + \sigma dW(t) \tag{17.13}
\]

how we model the evolution of \( A \)—see, for instance, Wilmott, Howison, and Dewynne (1999)[74].
where $dW(t)$ is an infinitesimal increment in a standard Brownian motion, and $\mu$ and $\sigma$ are constants that primarily determine the average (trend) rate of growth and the volatility of $A(t)$, respectively.\(^3\)

It can be shown that (17.13) implies that the firm value is lognormally distributed, which greatly simplifies the derivation of explicit formulas for all the quantities discussed in the previous section. For instance, the well-known Black-Scholes formula for the price of a put option, which is derived under the assumption of lognormality of the price of the underlying, is given by\(^4\)

$$p(t, A(t); T, K, \sigma) = Ke^{-r(T-t)}N(-d_2) - A(t)N(-d_1)$$  \hspace{1cm} (17.14)

with

$$d_1 \equiv \frac{\log(A(t)/K) + (r + \sigma^2/2)(T-t)}{\sigma \sqrt{T-t}}$$ \hspace{1cm} (17.15)

$$d_2 \equiv d_1 - \sigma \sqrt{T-t}$$ \hspace{1cm} (17.16)

where, for simplicity, we have assumed that the term structure of riskless interest rates is flat and constant, i.e.,

$$R(t, T) = r \quad \text{for all} \ t \ \text{and} \ T$$

where $r$ is the instantaneous riskless rate of interest.\(^5\)

It can be shown that the price of the put option, and consequently the firm’s credit spread, is increasing in

$$\frac{e^{-r(T-t)}K}{A(t)}$$

\(^3\)Intuitively, the reader who is not familiar with continuous time processes can think of (17.13) loosely as the continuous time analog of the following discrete process:

$$\frac{A_{t+\delta t} - A_t}{A_t} = \mu \delta t + \sigma \epsilon_{t+\delta t}$$

where $\epsilon$ is a zero-mean normally distributed variable with variance $\delta t$. This naive discretization of (17.13) is not exact, however, and is featured in this footnote only as a reference point to the novice reader. Hull (2003)\(^{[41]}\) and Mikosch (1999)\(^{[60]}\) provide accessible discussions of continuous-time results that are central to the pricing of options.

\(^4\)Textbook-like derivations of the Black-Scholes formula abound. See, for instance, Baxter and Rennie (2001)\(^{[6]}\) and Wilmott et al. (1999)\(^{[74]}\). Appendix B provides a brief summary of the lognormal distribution.

\(^5\)Appendix A contains a discussion of basic concepts in bond math.
which can be interpreted as the firm’s leverage ratio. This is consistent with one’s intuition, in that more highly leveraged firms tend to face wider credit spreads.

17.1.3 Practical Implementation of the Model

Armed with the theoretical results discussed thus far, one might now be eager to use the model with real data. It turns out, however, that taking the model to the data is generally not a trivial matter. For instance, in the real world, a firm’s liabilities are not just made up by zero-coupon bonds. In addition, balance-sheet information can sometimes be noisy indicators of the true state of the firm, a phenomenon that became patently clear with the events surrounding the Enron and WorldCom corporations in 2001 and 2002 in the United States.\(^6\)

It should also be noted that the very same variable that plays a central role in the BSM model, the value of the firm \(A\), is not observed in practice. Thus, even for a hypothetical firm with the simple debt structure assumed in the basic BSM model, one is still presented with data challenges. What one does observe are daily fluctuations in share prices of the firm and the book value of the firm’s liabilities (typically at a quarterly frequency). As the number of shares outstanding for a given firm is commonly a known quantity, one can then estimate the market capitalization of the firm or the value of its equity. Given estimates of the equity value, as well as the model-implied result that this value should be equal to the price of a call option on the value of the firm, one can back out the implied values of \(A\) and \(\sigma\) for a given assumption for the stochastic process for the value of the firm.\(^7\)

17.1.4 Extensions and Empirical Validation

Major contributions to the structural approach to credit risk modeling include the treatment of coupon-bearing bonds—Geske (1977)[30] and Geske and Johnson (1984)[31]—and the incorporation of stochastic riskless rates into the framework—Shimko, Tejima, and van Deventer (1993)[72]. The BSM framework has also been extended into the class of so-called “first-passage” models, which include the work of Black and Cox (1976)[10], Leland (1994)[53], Longstaff and Schwartz (1995)[56], and others. These models address one limitation of the original BSM framework, which only

\(^6\)Even in the absence of accounting fraud, corporate balance sheets may not reveal the entire state of a firm. For instance, “balance-sheet noise” may be introduced by ambiguities in certain accounting definitions.

\(^7\)Back out \(A(t)\) from equity prices involves some technical steps that go beyond the scope of this introductory book. For more on this see, e.g., Duffie and Singleton (2003)[25].
allows for defaults to occur at the maturity date of the underlying debt. In addition, they allow for a more general treatment of the default boundary, which no longer necessarily corresponds to the face value of the firm’s debt. For instance, Leland (1994) models the default boundary as being the outcome of equity holders’ efforts to maximize the value of their stake in the firm.

Some of the basic features of first-passage models are illustrated in Figure 17.3. Defaults are now assumed to occur at the first time that the value of the firm, \( A(t) \), crosses the “default boundary,” \( B \). In contrast, in the basic characterization of the BSM framework, a default, if any, could only occur at the maturity date of the firm’s debt. Figure 17.3 depicts two possible paths for \( A(t) \), one where \( A(t) \) never falls to \( B \) before the end of the time horizon, \( T \)—labeled a non-default path—and one where \( A(t) \) crosses the boundary—labeled a default path. We will review a simple first-passage model in the next section.

A well-known offshoot of the BSM framework is the commercially available KMV model, an analytical tool provided by Moody’s KMV. This model uses a large proprietary database of defaults to compute default probabilities for individual issuers—see Crosbie (2002). Similar to the simple BSM setup, the KMV model looks at equity market volatility and prices to infer the volatility and level of the firm’s value, which provide a measure of the distance to default—or how far, in terms of standard deviations \( \sigma \) of its value \( A \), the firm is from its default boundary \( K \) in Figure 17.1. Using proprietary methods, Moody’s KMV then translates the distance from default into “expected default frequencies,” which is how
Moody’s KMV calls its estimator of default probabilities over a one-year horizon.

The empirical evidence on structural models is not conclusive and has focused on a model’s implications for both the shape of the credit spread curve and its level. For instance, Jones, Mason, and Rosenfeld (1984)[48] reported that the BSM model tended to overprice corporate bonds (under-predict credit spreads), but Delianedis and Geske (1998)[20] found that BSM-style models have predictive power for rating migrations and defaults. The lack of consensus among empirical researchers reflects both the fact that there are different types of structural models—some have more plausible empirical implications than others—as well as data problems, such as the relative illiquidity of many corporate bonds, which makes it harder to obtain meaningful market quotes.

Intuitively, the empirical finding that the BSM framework has a tendency to generate credit spreads that are too low relative to observed spreads, especially at the short end of the credit spread curve, can be thought of as stemming from a feature that is at the very core of many structural models. In particular, the traditional forms of both the basic BSM and first-passage models assume that the value of the firm evolves as in equation (17.13), which, from a technical standpoint, implies that $A(t)$ has continuous trajectories and is thus not subject to jumps. As a result, if the value of the firm is sufficiently above the default barrier, the probability that it will suddenly touch the barrier over the very near term is virtually zero and very small for short maturities, regardless of the creditworthiness of the firm. Hence, the likelihood of a near-term default by a firm that is not in financial distress is virtually zero, and so is the firm’s near-term credit spread implied by the model. Indeed, regarding the shape of the credit spread curve for a firm that is not in financial distress, traditional structural models tend to suggest that the curve starts at or near zero at the very short end and then typically roughly follows a hump-shaped pattern as the horizon under consideration is lengthened. In contrast, empirical studies suggest that short-term spreads are generally a fair amount above zero, and that it is not at all uncommon for credit spread curves to be flat or even downward sloping.\footnote{See, for instance, Fons (1994)[29] and Sarig and Warga (1989)[69].}

One extension to the basic BSM model that was largely motivated by the desire to generate a better fit between model-implied and observed credit spread curves is the work of Zhou (1997)[76]. Zhou assumed that the dynamics of the value of the firm has two components: a continuous component that is similar to that assumed in the traditional BSM and first-passage models, and a discontinuous “jump” component, which, as the name suggests, allows the value of the firm to change suddenly and
unexpectedly by a sizable amount. Because of the possibility that a jump may occur at any time, so-called jump-diffusion models do not necessarily have the property that near-term credit spreads are implausibly low. Indeed, credit spread curves implied by such models can have a variety of shapes, including upward-sloping, hump-shaped, and inverted.

17.1.5 Credit Default Swap Valuation

We will use a simple extension of the basic BSM model, a first-passage model with a fixed default boundary, to illustrate the pricing of a credit default swap in the context of the structural approach to credit modeling. As noted above, some of the key features of the model can be seen in Figure 17.3.

We continue to assume that, in terms of actual probabilities, the value of the firm, $A(t)$, evolves according to (17.13) and that the riskless yield curve is constant and flat at $r$. In the context of this simple model, the firm is assumed to default the moment that its value touches the default boundary $B$.

Our interest is in computing the risk-neutral probability $Q(t, T)$, conditional on all information available at time $t$ and no default at that time, that the firm will not default by a given future date $T$, where $T$ may denote, for example, the horizon over which one is exposed to the firm. Thus, we can then write:

$$Q(t, T) \equiv \text{Prob}_t \{ A(s) > B \text{ for all } s \in (t, T) \} \tag{17.17}$$

where the notation $s \in (t, T]$ denotes all values of $s$ that are greater than $t$ and less than or equal to $T$.

Given the assumed process for the evolution of $A(t)$—equation (17.13)—there is a readily available formula for $Q(t, T)$—see, e.g., Musiela and Rutkowski (1998)[61]:

$$Q(t, T) = N \left( \frac{b(t) + (r - \sigma^2/2)(T - t)}{\sigma \sqrt{T - t}} \right) - e^{2(r-\sigma^2/2)b(t)} N \left( \frac{-b(t) + (r - \sigma^2/2)(T - t)}{\sigma \sqrt{T - t}} \right) \tag{17.18}$$

Alternatively, a crude approach for computing $Q(t, T)$ would involve simulating a large number of risk-neutral paths for $A(t)$ and counting the number of paths where $A$ breached the default boundary. This so-called Monte Carlo simulation method can be time consuming, however, and is best reserved for first-passage problems that do not have an easily obtainable analytical solution.
where \( b(t) \equiv \log(A(t)/B) \) and \( N(.) \) is the cumulative standard normal distribution.\(^{10}\)

We are now ready to use the model to price a vanilla credit default swap written on the firm depicted in Figure 17.3. As we saw in Chapter 6, pricing a credit default swap means determining the premium \( S \) that will be paid periodically by the protection buyer. Taking \( S \) initially as given, we first compute the time-\( t \) value of the “premium” and “protection” legs of a contract with maturity at \( T \). For simplicity, assume that the premium is paid continuously and that the contract has a notional amount of $1. As a result, the present value of the premium leg is

\[
\eta(t) = \int_t^T S Z(t,v) Q(t,v) dv
\]  

(17.19)

which can be thought of as the continuous-time analog of (16.1).

To value the protection leg, we note that it is equivalent to a contingent claim that pays \((1 - X)\) at the time of default, provided default happens before \( T \), where \( X \) is the recovery rate of the deliverable obligation(s) of the reference entity. The value of such a claim is given by the continuous-time analog of equation (16.3). Letting \( \theta(t) \) denote the value of the protection leg, we can write

\[
\theta(t) = (1 - X) \int_t^T Z(t,v)[-dQ(t,v)]
\]  

(17.20)

A default swap typically has zero market value at its inception, and thus pricing such a contract is equivalent to finding the value of \( S \) that makes the two legs of the swap have equal value. This is given by

\[
S = \frac{(1 - X) \int_t^T Z(t,v)[-dQ(t,v)]}{\int_t^T Z(t,v)Q(t,v)dv}
\]  

(17.21)

Following Pan (2001)[65], if we now define the annualized probability of default as

\[
\hat{h}(t,T) = \frac{-\log(Q(t,T))}{T - t}
\]

\(^{10}\)The normal and lognormal distributions are briefly discussed in Appendix B.
and if we assume that $\hat{h}(t, T) \approx \bar{h}$ for all $t$ and $T$, i.e., $\hat{h}$ is approximately constant as $t$ and $T$ vary, we obtain\(^\text{11}\)

\[
S \approx \frac{(1 - X) \int_t^T Z(t, v)e^{-\bar{h}(v-t)\bar{h}dv}}{\int_t^T Z(t, v)e^{-\bar{h}(v-t)dv}} = (1 - X)\bar{h}
\] (17.22)

which gives us the intuitive (and, by now, familiar) result that the credit default swap premium is closely connected to the recovery rate and the annualized probability of default associated with the reference entity. Thus, starting from a model for the evolution of the asset value of the firm, we were able to price a credit default swap agreement written on that firm.

17.2 Reduced-form Approach

Rather than tying defaults explicitly to the “fundamentals” of a firm, such as its stock market capitalization and leverage ratio, the reduced-form approach takes defaults to be exogenous events that occur at unknown times. Let $\tau$ denote the time of default, which, of course, is a stochastic variable. A central focus of the reduced-form approach is to propose a model that assigns probabilities to different outcomes involving $\tau$. For instance, conditional on all information available at time $t$ and given no default at that time, one might want to know the (risk-neutral) probability that a given reference entity will not default within the next year. Continuing to use the notation introduced earlier in this book, this probability can be written as

\[
Q(t, T) \equiv \text{Prob}_t[\tau > T|\tau > t]
\] (17.23)

where time $T$ in this specific example is exactly one year from today, i.e., $T - 1 = 1$ year.

As we saw in the previous section, structural models also allow for the time of default to be stochastic, but in those models $\tau$ is determined endogenously by the evolution of the value of the firm, $A(t)$. In contrast, in reduced-form models, the stochastic properties of $\tau$ are specified as an exogenous process that is not directly related to the balance sheet of the firm.

17.2.1 Overview of Some Important Concepts

Before we go on to describe the basic features of the reduced-form approach, we should stop to introduce some additional notation and review a few key

\(^{11}\) If $\hat{h}(t, T)$ is constant, the expression in (17.22) becomes an equality.
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concepts. We shall focus primarily on extending the risk-neutral valuation approach to the case of stochastic interest rates and on the notion of forward default probabilities.

17.2.1.1 Stochastic Interest Rates

Up until now we have been taking the riskless interest rate \( r \) to be time invariant. We will now start relaxing this assumption in order gradually to bring the modeling framework a bit closer to the real world. In particular, let us allow the riskless rate to vary deterministically from month to month, but, for now, we will continue to insist on time-invariant rates within the month. Consider an investor who puts $1 in a riskless bank account that pays interest on a continuously compounding basis. At the end of the first month the investor will have \( e^{r(1)(t_1-t_0)} \) in the bank, where \( r(1) \) is the riskless rate prevailing that month, expressed on an annual basis, and \( t_1-t_0 \) is the fraction of a year represented by the first month. Carrying on with this exercise, and assuming no withdrawals, after two months the investor’s bank account balance will be

\[
e^{r(1)(t_1-t_0)}e^{r(2)(t_2-t_1)} = e^{r(1)(t_1-t_0)+r(2)(t_2-t_1)}
\]

where \( r(2) \) is the rate applied to the second month and \((t_2-t_1)\) is defined as above. Generalizing, after \( n \) months, the account balance will be

\[
e^{r(1)(t_1-t_0)}e^{r(2)(t_2-t_1)}...e^{r(n)(t_n-t_{n-1})} = e^{\sum_{i=1}^{n} r(i)(t_i-t_{i-1})}
\]

If instead of allowing the riskless rate to vary only from month to month, we had allowed for perfectly predictable daily changes in \( r \), the above scheme would still work, with \( r(i) \) being redefined to mean the interest rate corresponding to day \( i \) and \((t_i-t_{i-1})\) representing the fraction of the year represented by the \( i \)th day. If we shorten the period over which \( r \) is allowed to vary to the point where \((t_i-t_{i-1})\) becomes infinitesimally small, the value of the bank account between the current instant in time \( t_0 = t \) and some future instant \( t_n = T \) becomes

\[
e^\int_t^T r(v)dv
\]

where \( dv \) is the length of the infinitesimally small time interval.

Recall that the expression above is the time-\( T \) value of a $1 deposit made at time \( t \). It is easy to see then that the time-\( t \) value of a dollar received at time \( T \) would be given by

\[
\beta(T) \equiv e^{-\int_t^T r(v)dv}
\]
and we arrive at the well-known result that, in a world with deterministic interest rates, the price of a riskless zero-coupon bond that matures at time $T$ is simply given by $\beta(T)$.

With stochastic interest rates, the discount factor can no longer be defined as above because the future values of $r$ are not known. Instead, the price of a zero-coupon bond that pays out $\$1$ at $T$ can be shown to be the expected value of (17.24):

$$Z(t, T) = \tilde{E}_t \left[ e^{-\int_t^T r(v) dv} \right] \quad (17.25)$$

where $\tilde{E}_t[.]$ denotes the expected value of “.” based on information available at time $t$, computed using risk-neutral probabilities.\(^{12}\)

### 17.2.1.2 Forward Default Probabilities

Given (17.23), it is straightforward to see that the time-$t$ probability of default before time $U$, $U > t$, is given by

$$1 - Q(t, U) \equiv \text{Prob}_t[\tau \leq U | \tau > t] \quad (17.26)$$

We can also write down the probability of default between future times $T$ and $U$, as seen from time $t$, for $t < T < U$. As discussed in Chapter 15, this is simply the probability of surviving through time $T$ minus the survival probability through time $U$:

$$\text{Prob}_t[T < \tau < U | \tau > t] = \text{Prob}_t[\tau > T | \tau > t] - \text{Prob}_t[\tau > U | \tau > t]$$

$$= Q(t, T) - Q(t, U) \quad (17.27)$$

Equation (17.27) is an expression for the unconditional forward probability of default associated with this firm. We say unconditional because we are making no explicit particular stipulations about what will happen between today, time $t$, and time $T$. We are still assuming, however, that there is no default today and that we are using all information available at time $t$.

One might be interested in the probability, conditional on all available time-$t$ information, that the firm will survive through some future time $U$, given that it has survived through an earlier future time $T$, but having no other time-$T$ information about either the state of the firm or

---

of the economy. This is the conditional forward probability of survival, \( \text{Prob}_t[\tau > U | \tau > T] \). By the Bayes rule, we can write\(^{13}\)

\[
\text{Prob}_t[\tau > U | \tau > T] = \frac{\text{Prob}_t[\tau > U | \tau > t]}{\text{Prob}_t[\tau > T | \tau > t]} = \frac{Q(t, U)}{Q(t, T)} \quad (17.28)
\]

and hence the forward conditional probability of default regarding the future time period \([T, U]\) is given by

\[
\text{Prob}_t[\tau \leq U | \tau > T] = 1 - \text{Prob}_t[\tau > U | \tau > T] = 1 - \frac{Q(t, U) - Q(t, T)}{Q(t, T)} \quad (17.29)
\]

### 17.2.1.3 Forward Default Rates

We can now introduce a key concept in the context of reduced-form models, the default rate \( H(t, T) \), defined as the risk-neutral default probability associated with a given horizon divided by the length of the horizon\(^{14}\)

\[
H(t, T) \equiv \frac{\text{Prob}_t[\tau \leq T | \tau > t]}{T - t} = \frac{1 - Q(t, T)}{T - t} \quad (17.30)
\]

The forward default rate, as seen at time \( t \), that corresponds to the future period \([T, U]\) is analogously defined as

\[
H(t, T, U) \equiv \frac{\text{Prob}_t[\tau \leq U | \tau > T]}{U - T} = \frac{Q(t, U) - Q(t, T)}{U - T} \frac{1}{Q(t, T)} \quad (17.31)
\]

If we now let \( U \equiv T + \Delta T \), we can define the time-\( t \) instantaneous forward default rate as:

\[
h(t, T) \equiv \lim_{\Delta T \to 0} H(t, T, T + \Delta T) \quad (17.32)
\]

\(^{13}\)The Bayes rule simply says that, given two events \( A \) and \( B \), and denoting \( \text{Prob}[A \& B] \) as the probability that both \( A \) and \( B \) occur, one can write

\[
\text{Prob}[A \& B] = \text{Prob}[A] \text{Prob}[B | A]
\]

where \( \text{Prob}[A] \) is the unconditional probability that \( A \) will take place and \( \text{Prob}[B | A] \) is the probability of \( B \) occurring given that \( A \) has taken place.

In the context of (17.28), we can think of event \( A \) as the event defined as \( \tau > T \), \( B \) as \( \tau > U \), and, given \( U > T \), \( A \& B \) corresponds to \( \tau > U \). (To be sure, all of the corresponding probabilities would have to be defined as being conditional on information available at time \( t \), as well as on survival through that time.)

\(^{14}\)Unless otherwise indicated, all probabilities discussed in this chapter are risk-neutral probabilities.
and it is not difficult to see that

\[ h(t, T) = -\frac{\partial Q(t, T)}{\partial T} \frac{1}{Q(t, T)} \]  

(17.33)

To see how we arrived at (17.33), recall that (17.31) implies that

\[ h(t, T) \equiv \left[ \lim_{\Delta T \to 0} \frac{[Q(t, T + \Delta T) - Q(t, T)]}{\Delta T} \right] \frac{1}{Q(t, T)} \]  

(17.34)

but, assuming that certain technical conditions on \( Q(.) \) are satisfied, the expression within the square brackets is nothing more than the definition of the negative of the derivative of \( Q(t, T) \) with respect to \( T \).

Equation (17.33) is probably the single most important preliminary result derived so far in Section 17.2. In particular, integrating both sides of (17.33) from \( T \) to \( U \), we obtain

\[ e^{-\int_{T}^{U} h(t, v) dv} = Q(t, U) \]  

(17.35)

where the last equality results from (17.28).

Equation (17.35) is the forward survival probability associated with the future period \([T, U]\), given survival through time \( T \) and conditional on all available time-\( t \) information. Indeed, we can now express default and survival probabilities over any horizon for a given entity simply on the basis of the instantaneous forward default rate \( h(t, s) \).\(^{15}\) For instance, the time-\( t \) probability that the firm will survive through time \( U \) is

\[ \text{Prob}_t[\tau > U | \tau > t] = Q(t, U) = e^{-\int_{t}^{U} h(t, v) dv} \]  

(17.36)

For \( t = T \), we can rewrite (17.34) as

\[ h(t, t) \equiv \lim_{\Delta t \to 0} \frac{[Q(t, t + \Delta t) - Q(t, t)]}{\Delta t} \frac{1}{Q(t, t)} \]  

(17.37)

but, by definition, \( Q(t, t) = 1 \), and thus, for infinitesimally small \( dt \),

\[ \text{Prob}_t[\tau \leq t + dt | \tau > t] = h(t, t) dt \]  

(17.38)

\(^{15}\) Readers familiar with yield curve models will notice the analogy between the concept of instantaneous forward interest rates and that of instantaneous forward default rates, especially regarding their relationship to zero-coupon bond prices and survival probabilities, respectively. (Appendix A provides a brief overview of instantaneous forward interest rates.)
which, in words, is the time-\(t\) instantaneous probability of default, assuming no default at \(t\). Thus, for small time intervals \(\Delta t\), the probability of default between \(t\) and \(t + \Delta t\), given no default by \(t\), is approximately equal to \(h(t, t)\Delta t\).^{16}

### 17.2.2 Default Intensity

In the context of most reduced-form models, the random nature of defaults is typically characterized in terms of the first “arrival” of a Poisson process. In particular, for a given reference entity, if we assume that defaults arrive (occur) randomly at the mean risk-neutral rate of \(\lambda\) per year, the time-\(t\) risk-neutral probability of no default by time \(T\) can be written as\(^{17}\)

\[
Q(t, T) = e^{-\lambda(T-t)}
\]

provided \(\lambda\) is time invariant and, of course, given no default by time \(t\). In the credit risk literature \(\lambda\) is commonly called the intensity of default or the hazard rate.

If \(\lambda\) is not constant over time, but varies deterministically, we can follow the same logic discussed in Section 17.2.1 to show that if \(\lambda\) changes continuously over infinitesimally small time intervals we can write

\[
Q(t, T) = e^{-\int_t^T \lambda(v) dv}
\]

and thus, as suggested by a comparison between (17.40) and (17.36), with deterministic \(\lambda\), the terms default intensity and forward default rate can essentially be used interchangeably.

---

\(^{16}\)Given the definition of derivative in classic calculus:

\[
\frac{\partial Q(t, T)}{\partial T} \equiv \lim_{dt \to 0} \frac{[Q(t, T + dt) - Q(t, T)]}{dt}
\]

we can write

\[
Q(t, T + dt) \approx Q(t, T) + \frac{\partial Q(t, T)}{\partial T} dt = Q(t, T)[1 - h(t, T)dt]
\]

For \(T = t\), and given that \(Q(t, t) = 1\), we can write:

\[
1 - Q(t, t + dt) \approx h(t, t)dt
\]

which becomes an equality if \(Q(t, T)\) has a derivative at \(T = t\) and we let \(dt \to 0\). Thus, given that \(1 - Q(t, t + dt) = \text{Prob}[\tau \leq t + dt | \tau > t]\), we arrive at (17.38)—Neftci (2002)\(^{62}\) discusses basic notions from classic calculus that are relevant for finance.

\(^{17}\)For a Poisson process with a constant mean arrival rate of \(\lambda\), a basic result from statistics states that the time until the “first arrival,” \(\tau\), is a random variable with probability density function \(\lambda e^{-\lambda\tau}\), which characterizes the exponential distribution. From this, equation (17.39) easily follows. See Appendix B for further details on the Poisson and exponential distributions.
But default intensity can vary stochastically over time in response to, say, unanticipated developments regarding the economy or the financial condition of the firm. With stochastic default intensity, it can be shown that, under some technical conditions that go beyond the scope of this book—see, for instance, Lando (1998)[51]—the expression for the time-$t$ survival probability of a given firm can be written in a way that is entirely analogous to (17.25):

$$ Q(t, T) = \tilde{E}_t \left[ e^{-\int_t^T \lambda(v)dv} \right] $$

(17.41)

Models where (17.41) holds are typically called doubly stochastic models of default because they assume that not only is the time of default a random variable, but so is the mean arrival rate of default at any given point in time.

A comparison between equations (17.41) and (17.36) suggests that the equality between time-$t$ forward default rates and future values of intensity generally breaks down when $\lambda$ is assumed to be stochastic. For instance, consider the value of default intensity at some future time $v$. That value, $\lambda(v)$, incorporates all information available at time $v$, including the values of any stochastic factors that may affect default intensity at time $v$, such as the prevailing states of the economy and of the firm at time $v$. In contrast, the forward default rate $h(t, v)$ can be thought of as the intensity rate for the future time $v$, as seen on the basis of currently available (time-$t$) information, and conditional on the firm surviving through time $v$.

Thus, whereas $\lambda(v)$ is based on all information available at time $v$, the only time-$v$ information on which $h(t, v)$ is conditional is the survival of the firm through time $v$. Still, from the perspective of time $t$, it can be shown the following relationship between forward default rates and default intensity holds:

$$ h(t, t) = \lambda(t) $$

(17.42)

which says that when defaults occur according to a Poisson process, today’s (time-$t$) instantaneous default rate associated with the infinitesimally small time interval $[t, t + dt]$ is simply the default intensity of the reference entity, which is assumed to be known at time $t$. Moreover, we can write the conditional instantaneous time-$t$ probability of default as:

$$ \text{Prob}_t[\tau \leq t + dt | \tau > t] = \lambda(t) dt $$

(17.43)

Reduced-form models can essentially be characterized in terms of the particular assumptions that they make regarding how $\lambda$ changes over time. Indeed, the case of constant default intensity constitutes the simplest of all reduced-form models.
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A simple model that admits random variation in default intensity involves the following specification for the evolution of $\lambda$:

$$d\lambda(t) = k[\bar{\lambda} - \lambda(t)]dt + \sigma \sqrt{\lambda(t)}dW(t)$$  \hspace{1cm} (17.44)

where $dW(t)$ is an infinitesimal increment in a standard Brownian motion.$^{18}$

Equation (17.44) closely parallels the yield curve model proposed by Cox, Ingersoll, and Ross (1985)$^{15}$. In words, it says that, although the default intensity associated with a given reference entity varies stochastically over time, it has a tendency to revert to its long-run mean of $\bar{\lambda}$, where $k$ indicates the degree of mean reversion.

17.2.3 Uncertain Time of Default

The use of reduced-form models in the valuation of defaultable securities and related credit derivatives often requires the derivation of a probability distribution function for $\tau$, the time of default. This is the function $G(s)$ such that

$$\text{Prob}[s < \tau \leq s + ds] = G(s + ds) - G(s) \approx g(s)ds$$

where $g(s)$ is the probability density function (p.d.f.) of $\tau$ and the approximation error in the above equation is negligible for very small values of $ds$—see Grimmett and Stirzaker (1998)$^{36}$, p. 90.$^{19}$

The probability density of default time can be thought of as the product involving the probability of no default by time $s$ and the probability of default in the interval from $s$ to $s + ds$ conditional on no default by time $s$:

$$\text{Prob}[s < \tau \leq s + ds] = \text{Prob}[\tau > s] \text{ Prob}[\tau \leq s + ds|\tau > s]$$

which is an implication of the Bayes rule.

Conditional on all information available at time $t$, and given no default by time $t$, we can use equations (17.41) and (17.43) to write the conditional

$^{18}$A discrete-time approximation helps convey some of the intuition behind equation (17.44):

$$\lambda_{t+\delta t} \approx \lambda_t + k[\bar{\lambda} - \lambda_t]\delta t + \sigma \sqrt{\lambda_t} \epsilon_{t+\delta t}$$

where $\epsilon$ is a normally distributed random variable with mean zero and variance $\delta t$. Thus, we can think of $\lambda_{t+\delta t}$ as a mean-reverting random variable with conditional variance $\text{var}[\lambda_{t+\delta t}|\lambda_t] = \sigma^2 \bar{\lambda} \delta t$.

$^{19}$G(.) is the so-called cumulative distribution function of $\tau$. Appendix B reviews key concepts surrounding cumulative distribution and probability density functions.
p.d.f. of $\tau$ as the function $g_t(s)$ such that:

$$g_t(s)ds = \text{Prob}_t[s < \tau \leq s + ds] = \tilde{E}_t \left[ e^{-\int_s^t \lambda(u)du} \lambda(s)ds \right]$$  \hspace{1cm} (17.45)$$

where we are assuming that $ds$ is infinitesimally small and that $s \geq t$.

For nonrandom intensity, we can make use of (17.40), and equation (17.45) simplifies to

$$g_t(s)ds = \text{Prob}_t[s < \tau \leq s + ds] = Q(t, s)\lambda(s)ds$$

### 17.2.4 Valuing Defaultable Bonds

Suppose we want to value a zero-coupon bond that pays $1 at time $T$ if its issuer has not defaulted by then. Otherwise the bond becomes worthless, a zero recovery rate. As in previous chapters, we let $Z^d_0(t, T)$ denote today’s (time-$t$) price of this bond.

In Section 15.2.1, where survival probabilities and future values of the riskless rate were assumed to be known with certainty, we argued that one can write the price of a defaultable bond as the product of the bond issuer’s risk-neutral survival probability and the price of a riskless zero-coupon bond with the same maturity date and face value as the defaultable bond. That result still holds when interest rates are stochastic but independent from the default intensity process, an assumption that we will maintain throughout this chapter.\textsuperscript{20} Thus, given (17.25) and (17.41), we can write:

$$Z^d_0(t, T) = \tilde{E}_t \left[ e^{-\int_t^T [r(v)+\lambda(v)]dv} \right] = Z(t, T)Q(t, T)$$  \hspace{1cm} (17.46)$$

which gives the logical result that, in the absence of default risk, the expression for $Z^d_0(t, T)$ reduces to $Z(t, T)$.

Given the above equation, it is relatively straightforward to derive the yield spread associated with this risky bond. In particular, recall from Chapter 15 that the yield to maturity of this bond is the annualized rate $R^d(t, T)$ that discounts the face value of the bond back to its market price. Thus, $R^d(t, T)$ is such that $Z^d_0(t, T) = e^{-R^d(t, T)(T-t)}$ for a bond with a face

\textsuperscript{20} Two events are said to be independent if the knowledge that one has occurred does not affect one’s assessment of the probability that the other will occur. Whenever we refer to independent random variables in this book, we mean independence with respect to risk-neutral probabilities. Independence is discussed further in Appendix B. We briefly discussed some empirical results regarding the relationship between defaults and riskless interest rates in Chapter 15.
value of $1. As a result,

\[
R_d(t, T) = -\log(Z^d_0(t, T)) = \frac{\int_t^T [f(t, v) + h(t, v)]dv}{T - t}
\]  

(17.47)

where the second equality stems from equation (17.36) and from the basic result, reviewed in Appendix A, that the price of a riskless zero coupon bond can be expressed in terms of the time-\(t\) instantaneous forward riskless interest rates, \(f(t, v)\), that span the remaining maturity of the bond:

\[
Z(t, T) = e^{-\int_t^T f(t, v)dv}
\]

The risky bond spread \(S(t, T)\), defined as \(R_d(t, T) - R(t, T)\), is given by

\[
S(t, T) = \frac{\int_t^T h(t, v)dv}{T - t}
\]

In light of (17.36), we can write

\[
S(t, T) = -\log(Q(t, T))
\]

which has the intuitive implication that the higher the risk-neutral survival probability \(Q(t, T)\) of the bond issuer, the lower the corresponding risk spread.

If we assume that both \(r\) and \(\lambda\) are deterministic and time invariant, equation (17.46) reduces to

\[
Z^d_0(t, T) = e^{-(r + \lambda)(T - t)}
\]  

(17.48)

and it is easy to see that, with zero recovery, the spread between the yield to maturity on a defaultable bond, \(r + \lambda\), over that on a riskless bond, \(r\), is equal to the default intensity of the issuer of the defaultable bond:

\[
S(t, T) = \lambda
\]

17.2.4.1 Non zero Recovery

Armed with the probability distribution of default times, we can now discuss the valuation of defaultable bonds with a nonzero recovery rate. In particular, we will take advantage of the fact that such bonds can be thought of as a portfolio involving two simpler securities: an otherwise comparable zero-recovery defaultable bond and a contingent claim that pays \(X\) at the time of default, if a default occurs before the maturity date.
17.2 Reduced-form Approach

of the bond, and zero otherwise, where $X$ is the recovery value of the original bond.

Let $\Phi(t, T)$ be the time-$t$ price of the contingent claim just described. In order to value such a claim we rely on the continuous-time analog of the argument developed in Section 15.4 in the valuation of defaultable bonds with a nonzero recovery value. In particular $\Phi(t, T)$ is equal to the probability-weighted average of all possible recovery payment scenarios involving the bond, where the weights are given by the risk-neutral probability density function of the time of default. Thus,

$$\Phi(t, T) = X \int_t^T Z(t, v) g_t(v) dv$$  \hspace{1cm} (17.49)

where $g_t(v) \equiv \tilde{E}_t[e^{-\int_v^t \lambda(u) du} \lambda(v)]$ is the probability density function of the default time, which we discussed in Section 17.2.3.

We are now ready to derive the valuation formula for a zero-coupon bond that has a value of $X$ in the event of default. Given the above discussion, we can write

$$Z^d(t, T) = Z^d_0(t, T) + \Phi(t, T)$$  \hspace{1cm} (17.50)

where the two right-hand side terms of (17.50) are given by (17.46) and (17.49), respectively.

For the simple reduced-form model that assumes that both $r$ and $\lambda$ are time invariant, the valuation formula for the defaultable zero-coupon bond with recovery value $X$ can be shown to be:

$$Z^d(t, T) = e^{-(r+\lambda)(T-t)} + \frac{X\lambda}{r+\lambda} \left(1 - e^{-(r+\lambda)(T-t)}\right)$$  \hspace{1cm} (17.51)

17.2.4.2 Alternative Recovery Assumptions

Thus far in the context of reduced-form models we have essentially assumed that investors recover, at the time of default, a fraction of the defaulted instrument’s original face value. It should be noted, however, that this is only an assumption, and that there are alternative ways for reduced-form models to handle the valuation of bonds with nonzero recovery values.

One alternative to the framework based on immediate recovery of face value is the so-called equivalent recovery assumption. This was actually the recovery assumption made in the seminal work of Jarrow and Turnbull (1995)[46]. In the original Jarrow-Turnbull model, a defaulted security with face value $\$1$ is immediately replaced by $X$ otherwise equivalent riskfree zero-coupon bonds, with $0 \leq X \leq 1$. (Obviously, $X = 1$ would constitute the case of a riskfree bond to begin with.) By “otherwise equivalent,” we
mean that the newly issued riskfree zero-coupon bonds will have the same maturity date and face value as the defaulted bond.

How does the valuation of defaultable bonds under the equivalent recovery assumption differ from (17.50)? The assumption that, in the event of default, the recovery payment only takes place at the original maturity of the risky bond makes this valuation exercise simpler because we no longer need to explicitly derive a p.d.f. for the time of default. To see this, note that, at the maturity date $T$, the bond holder will either receive the full face value of the bond ($1$) or the recovery value $X$, and the risk-neutral probabilities associated with these events are $Q(t, T)$ and $1 - Q(t, T)$, respectively. Thus the risk-adjusted expected value of the bondholder’s payout, based on information available at time $t$, is

$$Q(t, T) + [1 - Q(t, T)]X$$

and, following the logic set out in Chapter 15, the time-$t$ value of this expected payout is:

$$Z^d(t, T) = Z(t, T)\{Q(t, T) + [1 - Q(t, T)]X\}$$

Recall that $Q(t, T)Z(t, T)$ is simply $Z_0^d(t, T)$. Thus, the bond valuation formula becomes:

$$Z^d(t, T) = Z_0^d(t, T)(1 - X) + Z(t, T)X \quad (17.52)$$

and a comparison of (17.50) and (17.52) makes it clear that one obtains different values for a defaultable bond depending on the assumed recovery scheme.

A third common recovery assumption is the fractional recovery of market value framework, proposed by Duffie and Singleton (1999)[24]. Duffie and Singleton essentially assume that upon a default at time $\tau$ the bond loses a fraction $L$ of its market value. (This is equivalent to saying that upon default the bondholder recovers a fraction $1 - L$ of the no-default market value of the bond.) Duffie and Singleton show that, under such circumstances, the value of a defaultable zero-coupon bond would satisfy

$$Z^d(t, T) = \tilde{E}_t \left[ e^{-\int_t^T [r(s) + L\lambda(s)]ds} \right] \quad (17.53)$$

which simplifies to

$$Z^d(t, T) = Z(t, T)\tilde{E}_t \left[ e^{-\int_t^T L\lambda(s)ds} \right] \quad (17.54)$$

when the riskless rate process is independent of the default process.
### TABLE 17.1

Effect of Alternative Recovery Assumptions on the Valuation of a Five-year Zero-coupon Bond

<table>
<thead>
<tr>
<th>Recovery Assumption</th>
<th>Price ($)</th>
<th>Yield (percent)</th>
<th>Risk Spread (basis points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fractional recovery of face value</td>
<td>.699</td>
<td>7.18</td>
<td>218</td>
</tr>
<tr>
<td>Equivalent recovery</td>
<td>.676</td>
<td>7.83</td>
<td>283</td>
</tr>
<tr>
<td>Fractional recovery of market value</td>
<td>.664</td>
<td>8.20</td>
<td>320</td>
</tr>
<tr>
<td>No recovery</td>
<td>.552</td>
<td>13.00</td>
<td>800</td>
</tr>
</tbody>
</table>

*Memo: Riskless five-year bond* .779 5.00

---

To illustrate the effect of the recovery assumption on the valuation of a zero-coupon bond, we compare the prices of a five-year zero-coupon bond implied by equations (17.50), (17.52), and (17.54) derived from an otherwise identical reduced-form model and based on the same parameter values. Suppose, for instance, that both the riskless interest rate and default intensity are constant at 5 percent and 8 percent, respectively. Let the relevant recovery rates be 60 percent under each of the recovery rate assumptions examined.21

Table 17.1 shows that the recovery assumption can have a non-trivial effect on the model-implied prices and yield-to-maturities of this bond, with the latter ranging from 7.18 percent when the bond is priced under the assumption of fractional recovery of the face value of the bond to 8.20 percent under the assumption of partial recovery of the market value of the bond. The case of recovery of face value has the lowest yield given that it involves an immediate payment to the bond holder upon default, as well as a payment that represents 60 percent of the full par value of the bond. Under the equivalent recovery case, even though the recovery value still corresponds to 60 percent of the par value, that payment is effectively received in full only at the bond’s original maturity date so that the investor effectively has to be compensated for this “delay” by receiving a higher yield.

The lowest bond price (highest yield) corresponds to the case involving the fractional recovery of market value. This occurs because the market

---

21 For the recovery-of-market-value framework, we assume that $L$ is equal to $1 - X$ or 40 percent.
value of the bond just before default can be substantially below par for a zero-coupon bond. The table also shows the price of the defaultable bond under the assumption of a zero recovery value, which corresponds to a yield of 13 percent (a spread of 800 basis points over the yield on a comparable riskfree bond, shown as a memo item).

The differences in model-implied bond prices can be significantly less dramatic than those shown in Table 17.1 for zero-coupon bonds of shorter maturity. For instance, for a one-year bond, the theoretical yields would range from 8 percent to 8.2 percent given the assumptions listed in the table’s footnote. Differences in bond prices across different recovery assumptions can also be much smaller than those in the table for coupon-bearing defaultable bonds, as shown by Duffie and Singleton (1999) [24] in the context of a reduced-form model with stochastic riskfree rates and intensity.

Which recovery assumption should one favor? Each has its pros and cons, and neither has gained complete acceptance among either academics or practitioners. The assumption of fractional recovery of face value is closest to the market convention for defaulted bonds, where the obligations of a liquidated debtor tend to have the same value, assuming the same level of seniority, regardless of their maturity date. Nonetheless, as discussed by O’Kane and Schlogl (2001) [64], the recovery of face value assumption imposes upper bounds on the yields of defaultable bonds, as does the equivalent recovery assumption. The latter has the advantage of being easier to deal with analytically than the recovery of face value assumption. (This can be seen by examining how much simpler it was to arrive at (17.52) than at (17.50), which involved, for instance, the computation of the probability distribution of default times.)

From an analytical perspective, the most tractable of the recovery assumptions is likely the formulation involving fractional recovery of the market value of the bond. Indeed, this assumption has the advantage of making the valuation of defaultable bonds almost entirely analogous to that of default-free bonds. One drawback of the recovery-of-market-value assumption, however, is that one can no longer separately infer default probabilities from observed market quotes using the simple steps outlined in Chapter 16.

17.2.5 Extensions and Uses of Reduced-form Models

Most of the model-specific results derived thus far, such as the valuation formulae for defaultable zero-coupon bonds with zero recovery and with fractional recovery of face value—equations (17.48) and (17.51), respectively—came from the simple reduced-form model based on constant intensity and riskless rate of interest and nonrandom recovery rates. To be
sure, these are over-simplistic assumptions, which were made solely for the sake of analytical tractability and pedagogical convenience.

Richer models do exist with various degrees of complexity, ranging from specifications with stochastic riskless rates but deterministically time-varying intensity to fully stochastic models with uncertain recovery. Examples of work in this strand of the literature include Lando (1998)[51], Duffie and Singleton (1999)[24], Jarrow and Yu (2001)[47], Madan and Unal (2000)[58], Schonbucher (1998)[70], and many others.

Reduced-form models are commonly used in practice to extract default probability information from the prices of actively traded instruments and use those probabilities to value, for instance, less liquid or more complex credit derivatives. Nonetheless, given that we essentially did this in Chapter 16 without ever having explicitly to resort to a model, one might wonder why reduced-form models would be used in this context. The answer partly resides in the fact that an important motivation for using such models relates to an assumption proposed in the simple exercise carried out in Chapter 16. There we made the assertion that default intensities were independent of the riskless interest rate process. But one might well suspect that the level of market interest rates and default probabilities are correlated, in which case a credit risk model—such as the reduced-form and structural frameworks described in the current chapter—is needed.\(^{22}\)

Other instances where a particular model for the forward default rate are needed include some valuation problems for derivatives involving spread optionality, some of which are discussed in Chapter 18.

### 17.2.6 Credit Default Swap Valuation

Models in the reduced-form tradition can be used to price both single- and multi-issuer credit derivatives. As an illustration, we will use it to value a vanilla credit default swap. As in Section 17.1.5, we will let \( S \) denote the credit default swap premium for a contract that matures at time \( T \). For simplicity, we will continue to assume that the premium is paid continuously and that the notional amount of the contract is $1. In addition, we will take both the riskless interest rate and default intensity to be time invariant.

In the context of the basic reduced-form model, the present value of the premium leg of the credit default swap can be written as:

\[
\eta(t) = \int_t^T S e^{-(r+\lambda)(s-t)} ds = \frac{S}{r + \lambda} \left(1 - e^{-(r+\lambda)(T-t)}\right)
\]  \hspace{1cm} (17.55)

\(^{22}\) We discussed some empirical results on the relationship between defaults and interest rates in Chapter 15.
Notice above that, as in equation (17.48), the premium stream is discounted at the risky rate \( r + \lambda \), reflecting the uncertainty surrounding the default event. (\( \lambda \) is the default intensity associated with the reference entity.)

To value the protection leg, we note that it is equivalent to a contingent claim that pays \((1 - X)\) in the event of default before \( T \), where \( X \) is the recovery rate of the reference entity’s defaulted liabilities. The value of such a claim is given by equation (17.49) with \( X \) replaced with \( 1 - X \). Letting \( \theta(t) \) denote the value of the protection leg, we can write

\[
\theta(t) = \frac{\lambda (1 - X)}{r + \lambda} (1 - e^{-(r+\lambda)(T-t)}) \tag{17.56}
\]

A default swap typically has zero market value when it is set up, and thus pricing such a contract is equivalent to finding the value of \( S \) that makes the two legs of the swap have equal value. This is given by

\[
S = \lambda (1 - X) \tag{17.57}
\]

which gives us the result that, for a given recovery rate and constant \( r \) and \( \lambda \), the credit default swap premium tells us about the default intensity of the reference entity. In other words, by assuming a value for the recovery rate, we can use the above expression and observable default swap spreads to infer the default intensity associated with the reference entity. Such a CDS-implied default intensity can then be used in the valuation of other credit derivatives instruments.

This simple CDS pricing exercise has made several restrictive assumptions, such as continuously paid premiums and constant interest rates and default intensity. As discussed in Section 17.2.4, many of these assumptions can be relaxed in order to bring the valuation exercise closer to reality.

### 17.3 Comparing the Two Main Approaches

There is no clear consensus in either the practitioner or academic literatures about which of the two credit risk modeling approaches—structural and reduced-form—is the most appropriate one. For instance, while the structural form approach might be said to have the advantage of relying explicitly on the fundamentals underlying a given firm—as these are reflected in the firm’s balance sheet—such reliance could also be seen as a drawback. Indeed, balance sheet information tends to become available only on a quarterly basis, which could be a limitation if one is interested, for instance, in accurately marking positions to market. (Moreover, balance sheet information can be quite noisy as the financial reporting scandals of the early 2000s painfully reminded the markets.) At the same time,
reduced-form models might be of more limited value if one’s interest is, for example, in assessing how a change in the capital structure of a given firm may affect its financing costs, in which case careful use of a structural model might be the most appropriate approach.

The two approaches can also be compared from a methodological perspective. For instance, those familiar with models of the term structure of interest rates tend to feel more at ease, from a purely technical standpoint, in the world of reduced-form models. Take, for instance, the relationship between the survival probability, \( Q(t, T) \), and the forward default rate, \( h(t, s) \),

\[
Q(t, T) = e^{-\int_t^T h(t,s)ds}
\]

As noted, this is similar to the mathematical relationship between zero-coupon bond prices \( Z(t, T) \) and time-\( t \) instantaneous forward interest rates. Likewise, the mathematical treatment of default intensity, \( \lambda \), as well as its relationship with \( h() \) and \( Q() \), is analogous to the links among the spot short-term interest rate, instantaneous forward interest rates, and zero-coupon bond prices. Moreover, when \( \lambda \) is assumed to be stochastic, many of the basic models for describing its evolution mirror common specifications developed for interest rate models, such as the well-known yield curve model of Cox, Ingersoll, and Ross (1985)[15].

While fixed-income modelers might find substantial commonality between techniques used in interest rate models and those used in the reduced-form approach, equity-minded analysts will no doubt see familiar ground in the structural approach. In addition to focusing on balance-sheet information, to which many equity analysts are already used, a centerpiece of the structural approach is the use of equity-based option theoretic results to price defaultable debt instruments.

To sum up, from a methodological perspective, the pros and cons of each approach have to be examined in the context in which the models will be used, with certain models being more naturally suited for certain applications. In addition, some analysts might be more attracted to one approach vs. the other based on how comfortable they feel with the underlying methodological framework behind each class of models.

Empirically, while structural models are appealing in that they attempt to link explicitly the likelihood of default of a given firm to its economic and financial condition, traditional forms of such models tend not to fit the data as well as reduced-form models, especially, as noted in Section 17.1.4, in relation to short-term credit spreads. Indeed, in the intensity-based framework, defaults can happen suddenly and unexpectedly without having to be presaged by observable phenomenon, such as the value of the firm approaching the default barrier in the typical BSM-style model. In this regard, what may be characterized as another class of credit risk models has emerged.
These models attempt to combine the economic/intuitive appeal of structural models with the empirical plausibility of the intensity-based approach. The model of Duffie and Lando (2001)[23] is one of the better-known works in this strand of the literature.23

The Duffie-Lando model can be thought of as a hybrid structural/intensity-based model because it is essentially a first-passage model that, contrary to standard structural models, also has an intensity-based interpretation. In particular, rather than being given exogenously as in the pure reduced-form approach, default intensity in the Duffie-Lando model can be calculated in terms of observable variables related to the balance-sheet fundamentals of the firm. Moreover, Duffie and Lando argue that many estimation methods used in the context of pure intensity-based models are also applicable to the hybrid framework.

Essentially, a main thrust of this hybrid approach to credit risk modeling is to assume that investors only have imperfect information about the true financial condition of the firm. For instance, investors may not know with certainty just how far the value of the firm is from its default boundary. As a result, the possibility of a default in the very near term cannot be fully discarded, and thus the pattern of short-term credit spreads generated by these models tends to be more realistic than that implied by traditional BSM-type models.24

### 17.4 Ratings-based Models

Instead of allowing for the firm to be only in one of two states—default and survival—ratings-based models allow for a variety of states, where each non-default state might correspond, for instance, to a given credit rating—such as AAA, A, BB+, etc.—assigned to the firm by a major credit rating agency. Such models are not widely used for the direct pricing of vanilla credit derivatives as most such instruments do not have payouts that are ratings-dependent. Nonetheless, ratings-based models can be useful in the context of credit derivatives that involve collateral requirements that are linked to the credit rating of the counterparties.

We will not describe ratings-based models in detail in this book, but simply highlight their main features and how they relate to the models examined in previous sections. A well-known ratings-based model is that

---

23 Other related work includes Giesecke (2001)[32] and Giesecke and Goldberg (2004)[33].

24 Within the structural framework, Zhou’s (1997)[76] jump-diffusion model, discussed in Section 17.2, constitutes an alternative approach to address the empirical implausibility of the short-term credit spreads implied by traditional structural models.
of Jarrow, Lando, and Turnbull (1997)[45]. In what follows, we limit ourselves mostly to providing a basic description of a discrete-time version of the Jarrow-Lando-Turnbull (JLT) model. In so doing, we follow JLT themselves, who also used a discrete-time setting to introduce their model.

Suppose that a given bond issuer can have one of $J - 1$ credit ratings, with 1 representing the highest credit quality and $J - 1$ representing the rating just prior to default. We will also allow for a $J$th “rating,” which will correspond to default. Let $\omega_{i,j}$ represent the actual (not necessarily risk-neutral) probability, based on all information available at time $t$, of the firm migrating from a rating of $i$ at time $t$ to one of $j$ at time $t + 1$. For simplicity we shall assume that these probabilities are time-invariant over the horizon of interest, which we assume to span from time 0 to time $U$. Let us define the $J \times J$ transition matrix $\Omega$ such that its $(i, j)$th element is $\omega_{i,j}$:

$$
\Omega = \begin{pmatrix}
\omega_{1,1} & \omega_{1,2} & \ldots & \omega_{1,J} \\
\omega_{2,1} & \omega_{2,2} & \ldots & \omega_{2,J} \\
\vdots & \vdots & \ddots & \vdots \\
\omega_{J-1,1} & \omega_{J-1,2} & \ldots & \omega_{J-1,J} \\
0 & 0 & \ldots & 1
\end{pmatrix}
$$

We further assume that:

$$
\omega_{i,j} \geq 0 \quad \text{for all } i, j, i \neq j \quad (17.59)
$$

$$
\omega_{i,i} \equiv 1 - \sum_{j=1, j \neq i}^{J} \omega_{i,j} \quad \text{for all } i \quad (17.60)
$$

Equation (17.60) essentially acknowledges the fact that for any given firm rated $i$ at time $t$, its time-$t + 1$ rating will have to be one of the $J$ ratings. In particular, the probability that the firm will retain its $i$ rating at $t + 1$ must be one minus the sum of the probabilities associated with migration to any one of the remaining $J - 1$ ratings.

In technical terms, the last row of $\Omega$ says that default—the $J$th “rating”—is an “absorbing state,” meaning that once the firm enters into a state of default, we assume that it will stay there with probability $\omega_{J,J} = 1$. In corporate finance terms, the model assumes that there is no reorganization after default.

Let $\omega_{i,j}(t, t + n)$ be the probability, conditional on information available at time $t$, that the firm’s rating will change from $i$ at time $t$ to $j$ at time $t + n$. If $\Omega(t, t + n)$ is the matrix such that its $(i, j)$th element is $\omega_{i,j}(t, t + n)$,
it can be shown that:

$$\Omega(t, t + n) = \Omega^n$$  \hspace{1cm} (17.61)

i.e., ratings transitions are said to follow a Markovian process in that the current ratings transition matrix is assumed to contain all currently available relevant information regarding future ratings transitions.

Empirical estimates of $\Omega$ are published regularly by some of the major credit-rating agencies based on actual rating changes in the universe of firms covered by these agencies. For pricing purposes, of course, what matter are the risk-neutral transition probabilities $\tilde{\omega}_{i,j}$, rather than the empirical probabilities in $\Omega$. JLT propose the following mapping between empirical and risk-neutral probabilities:

$$\tilde{\omega}_{i,j}(t, t + 1) = \pi_i(t) \omega_{i,j} \quad \text{for all } i, j, i \neq j$$  \hspace{1cm} (17.62)

for $\pi_i(t) \geq 0$ for all $i$ and $t$. Consistent with the discussion in Chapter 15, $\pi_i(t)$ can be thought of as a risk-premium-induced adjustment to the actual transition probabilities.

The risk-neutral transition probabilities are assumed to satisfy conditions analogous to those in equations (17.59) and (17.60). In addition, JLT imposed the technical condition that $\tilde{\omega}_{i,j}(t, t + 1) > 0$ if and only if $\omega_{i,j} > 0$, for $0 \leq t \leq U - 1$.

Thus, we can also define the risk-neutral transition matrix $\tilde{\Omega}(t, t + n)$, and it should by now be clear that its $(i, j)$th entry is $\tilde{\omega}_{i,j}(t, t + n)$, which is the risk-neutral probability that the entity will migrate from a rating of $i$ at time $t$ to one of $j$ at time $t + n$. If we make the simplifying assumption that both $\Omega$ and $\pi_i$ are time invariant:

$$\tilde{\Omega}(t, t + n) = \tilde{\Omega}(t, t + 1)^n$$  \hspace{1cm} (17.63)

Suppose one is interested in the risk-neutral probability, conditional on all information available at time $t$, that an $i$-rated firm will survive through some future date $T$. Given all the assumptions discussed thus far, this probability is simply

$$Q_i(t, T) = 1 - \tilde{\omega}_{i,J}(t, T)$$  \hspace{1cm} (17.64)

Thus, as discussed throughout this part of the book, and assuming that riskless interest rates are independent of the stochastic process underlying the ratings transitions of the firm, the time-$t$ price of a zero-recovery, zero-coupon bond that will mature at time $T$ with a face value of $\$1$ is:

$$Z^d_0(t, T; i) = Z(t, T)[1 - \tilde{\omega}_{i,j}(t, T)]$$  \hspace{1cm} (17.65)
where we added the argument $i$ to the zero-coupon bond price to indicate that this bond was issued by a firm that is currently rated $i$.

If $R^d(t, T; i)$ denotes the yield to maturity on this bond, we can use results discussed in earlier sections in this chapter to derive the credit risk spread associated with this firm. In particular,

$$R^d(t, T; i) - R(t, T) = \frac{-\log(Z^d_0(t, T; i)) + \log(Z(t, T))}{T - t}$$

$$= \frac{-\log(1 - \tilde{\omega}_{i,J}(t, T))}{T - t}$$

(17.66)

where we continue to assume that $R(t, T) \equiv -\frac{\log(Z(t, T))}{T - t}$ is the yield to maturity on a riskless zero-coupon bond with the same maturity date and face value as the risky bond.

Thus far we have been using the model essentially to derive expressions for prices and spreads that we were also able to examine with the modeling approaches summarized in Sections 17.1 and 17.2. As their name suggests, however, ratings-based models are particularly suitable for analyses involving yield spreads across different ratings. For instance, the model-implied yield spread between two bonds rated $i$ and $j$ is

$$R^d(t, T; i) - R^d(t, T; j) = \log \left[ \frac{1 - \tilde{\omega}_{j,J}(t, T)}{1 - \tilde{\omega}_{i,J}(t, T)} \right] \frac{1}{T - t}$$

(17.67)

Equations (17.66) and (17.67) can be used to identify potentially profitable opportunities across different issuers with various credit ratings, by, for instance, comparing model-implied spreads to the ones observed in the market place. Alternatively, one may be interested in using equations like (17.66) and (17.67) to calibrate the model to the data in order to use the resulting risk-neutral transition probabilities to value financial instruments and contracts with ratings-dependent payoffs, such as bonds with ratings-dependent coupons and credit derivatives contracts with ratings-linked collateral requirements.

A full continuous-time version of the model described in this section is provided in the original JLT paper—Jarrow, Lando, and Turnbull (1997)[45]—which also addresses calibration-related issues. Discussing the technical details behind that version of the model, as well as model calibration and other implementation topics, is outside the scope of this book. Instead we limit ourselves to providing a very brief overview of some basic concepts that are germane to the continuous-time specification of the JLT model. In particular, in the simplest case of time-invariant risk-neutral transition probabilities, the $J \times J$ transition matrix for the continuous-time
version of the model can be written as:

\[ \Omega(t, T) = e^{\Lambda(T-t)} \]  

(17.68)

where the $J \times J$ matrix $\Lambda$ is typically called the generator matrix. The $i$th diagonal element of $\Lambda$, $\lambda_{i,i}$, can be thought of as the exit rate from the $i$th rating, and, for $i \neq j$, the $(i,j)$th element of $\Lambda$, $\lambda_{i,j}$, is the transition rate between ratings $i$ and $j$. The concepts of exit and transition rates are analogous to that of default intensity, examined in Section 17.2. In this sense, one can think of the JLT model as a generalized intensity-based model, and, indeed, the JLT model is essentially an extension of the Jarrow and Turnbull (1995)[46] model.

The literature on ratings-based models is a vast one, and the uses and implications of these models go well beyond the analysis and valuation of credit derivatives. Other contributions to the literature include the work of Kijima and Komoribayashi (1998)[50], Lando and Skodeberg (2002)[52], Das and Tufano (1996)[19], and Arvanitis, Gregory, and Laurent (1999)[3]. Some structural credit risk models that are commercially available also incorporate the analysis of ratings transitions. We summarize the main features of a few well-known commercial models in Chapter 22.
Chapter 8 contained a basic discussion of the main features of spread and bond options. In this chapter we describe a relatively simple framework for valuing these instruments. We start Section 18.1 with a discussion of forward-starting credit default swaps, introducing some concepts that will come in handy in the valuation of credit default swaptions, the subject of Section 18.2. Section 18.3 generalizes the valuation approach for credit default swaptions so it can be used with other spread options. Extensions and alternatives to the simple framework described in Sections 18.2 and 18.3 are briefly discussed in Section 18.4. The valuation of bond options is sketched out in Section 18.5.

18.1 Forward-starting Contracts

At the end of Chapter 7 we briefly mentioned the forward-starting total return swap, which is a contractual commitment to enter into a total return swap at a fixed future date and at a predetermined spread. In this discussion of valuation methods for credit default swaptions and other credit options, we will meet two additional types of forward-starting contracts, the forward-starting credit default swap and forward contracts involving floaters. The aims of such contracts are self-evident; they are agreements to enter into a credit default swap and to buy and sell floaters, respectively, at future dates and at predetermined premiums (in the case of a CDS) and spreads (the forward floater contract).
206  18. Valuing Credit Options

As we shall see below, forward-starting credit default swaps can be thought of as the underlying “asset” in a credit default swaption, and thus it will be instructive to have a basic understanding of how they are valued before proceeding to examine the valuation of credit default swaptions. The same idea applies to forward contracts written on floaters, and so we shall examine them in some detail.

18.1.1 Valuing a Forward-starting CDS

Consider a forward-starting CDS agreement entered into at time $t$ where one party agrees to buy protection in a CDS that will start at the future date $T$ with a corresponding CDS premium of $K$, and premium payment dates $T_1, T_2, \ldots, T_n$. For simplicity, we assume that the notional amount of the CDS is $1$.

From Section 16.2, we know that the time-$t$ market value of such an agreement to the protection buyer can be written as

$$W(t) = \sum_{j=1}^{n} Z(t, T_j) \left\{ \left[ Q(t, T_{j-1}) - Q(t, T_j) \right] (1 - X) - Q(t, T_j) \delta_j K \right\}$$  (18.1)

where $Z(t, T_j)$ corresponds to the proxy for a riskfree discount factor—which, as discussed in Chapter 16, tends to be derived in practice from the LIBOR/swap curve to reflect the funding costs of the large banks that tend to be most active in the CDS market—and $X$ and $Q(t, T_j)$ relate to, respectively, the recovery rate of the reference entity ($0 \leq X < 1$) and the risk-neutral probability that the reference entity will survive through $T_j$, conditional on all information available at time $t$. $\delta_j$ is the accrual factor for the $j$th premium payment (the number of days between the $(j-1)$th and $j$th premium payment dates divided by the number of days in the year, based on the appropriate day-count convention).

We can now introduce the notion of the forward CDS premium, which can be thought of as the value of $K$ in (18.1) such that the forward-starting credit default swap has zero market value at time $t$. We shall let $S^F(t, T, T_n)$ denote the forward CDS premium, as seen at time $t$, for a CDS contract that will start at time $T$ and have premium payment dates at $T_1, T_2, \ldots, T_n$. Solving (18.1) for $K$ while requiring $W(t)$ to be zero, we can write

$$S^F(t, T, T_n) = \frac{\sum_{j=1}^{n} Z(t, T_j) \left[ Q(t, T_{j-1}) - Q(t, T_j) \right] (1 - X)}{\sum_{j=1}^{n} Z(t, T_j) Q(t, T_j) \delta_j}$$  (18.2)

and substituting this last expression into (18.1) we arrive at a convenient formula for the market value of a protection-buying position in a
forward-starting credit default swap:

\[ W(t) = \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j[S^F(t, T, T_n) - K] \] (18.3)

which has the intuitive implication that the market value of a forward-starting CDS depends crucially on the difference between the corresponding forward CDS premium and the predetermined premium written into the contract.\(^1\)

### 18.1.2 Other Forward-starting Structures

The valuation of other credit-related forward-starting structures, such as forward-starting asset swaps and forward contracts involving floating-rate notes, can be carried out using similar methods to the one just described for forward-starting credit default swaps. Consider, for instance, a forward contract to receive par for a floating-rate note at a future date with a prespecified spread over LIBOR. Assume, for simplicity, that the floater has a zero recovery rate. (This is a forward contract to sell a given floater for its par value at a future date at a predetermined spread.)

Recall, from Chapter 4, that the time-\(T\) market value of a just-issued par floater with a face value of $1 and coupon payment dates \(T_1, T_2, \ldots, T_n\) can be written as

\[ 1 = \sum_{j=1}^{n} Z_0^d(T, T_j)\delta_j[F^*(T, T_{j-1}, T_j) + s(T, T_n)] + Z_0^d(T, T_n) \] (18.4)

where \(F^*(T, T_{j-1}, T_j)\) is the point on the forward LIBOR curve, as seen at time \(T\), that corresponds to a loan lasting from the future date \(T_{j-1}\) to \(T_j\); \(s(T, T_n)\) is the par floater spread, and, to simplify the notation, \(Z_0^d(T, T_j) \equiv Z(T, T_j)Q(t, T_j)\).

Likewise, for a par floater that pays LIBOR flat:

\[ 1 = \sum_{j=1}^{n} Z(T, T_j)\delta_jF^*(T, T_{j-1}, T_j) + Z(T, T_n) \] (18.5)

which differs from the previous equation only because of the zero spread and the choice of discount factors.

---

\(^1\)Note the similarity between (18.3) and the expression for marking to market a CDS position in Chapter 16.
The time-$t$ value of the latter par floater, for $t < T$, can be shown to be

$$Z(t, T) = \sum_{j=1}^{n} Z(t, T_j) \delta_j F^*(t, T_{j-1}, T_j) + Z(t, T_n)$$

which can be verified given the definition of forward LIBOR (see Chapter 4):

$$F^*(t, T_{j-1}, T_j) \equiv \delta_j^{-1} \left[ \frac{Z(t, T_{j-1})}{Z(t, T_j)} - 1 \right]$$

As for the riskier par floater, its time-$t$ value becomes

$$Z_0^d(t, T) = \sum_{j=1}^{n} Z_0^d(t, T_j) [F^*(t, T_{j-1}, T_j) + s^F(t, T, T_n)] \delta_j + Z_0^d(t, T_n)$$

where $s^F(t, T, T_n)$ is defined as the forward par floater spread associated with this particular issuer, as seen at time $t$, for future borrowing between times $T$ and $T_n$.

Given the above, the task of valuing an arbitrary forward contract involving a floater that will pay a spread of say $K$, which is not necessarily the par spread, is relatively straightforward, and the reader can easily verify that, from the perspective of the party committed to selling the floater, the time-$t$ value of such a contract can be written as

$$W^{FL}(t) = \sum_{j=1}^{n} Z^d(t, T_j) \delta_j [s^F(t, T, T_n) - K] + Z^d(t, T) \quad (18.6)$$

which, again, has the simple intuition that a contract to sell a floater at a future date for par—in essence, a contract to pay a given spread starting at some future date—will have positive market value whenever the spread $K$ written into the contract is below the corresponding forward spread associated with the issuer.

We carried out this discussion with a forward contract to sell a floater. The results would be entirely analogous for a forward-starting asset swap, and we leave this exercise to the reader.

### 18.2 Valuing Credit Default Swaptions

Let $W(t)$ be the time-$t$ value, to a protection buyer, of a forward-starting credit default swap. Continuing with the same setup introduced in the
previous section, the CDS will start at a future time $T$, with payment dates at $T_1, T_2, \ldots, T_n$, and the premium is set at $K$. As a result:

$$W(t) = \sum_{j=1}^{n} Z(t, T_j)Q(t, T_j)\delta_j[S^F(t, T, T_n) - K]$$

which is simply (18.3).

Consider now a European option, written at time $t$, to buy protection in the contract underlying the forward-starting CDS described in the previous section. At time $T$, the exercise date of the option, $S^F(T, T, T_n) = S(T, T_n)$, i.e., the forward premium converges to the spot premium, and the value of the default swaption will be:

$$V(T) = \text{Max}(W(T), 0) = \text{Max} \left\{ \sum_{j=1}^{n} Z^d(T, T_j)\delta_j[S(T, T_n) - K], 0 \right\}$$

(18.7)

Equation (18.7) tells us that the holder of this credit default swaption will exercise it only if the underlying CDS has positive market value at $T$, which is the case whenever the then-prevailing par CDS premium exceeds the premium written into the option (otherwise the holder would be better off paying the prevailing CDS premium, $S(T, T_n)$, in a par CDS, which has zero market value).

One can think of the term $\sum_{j=1}^{n} Z^d_0(T, T_j)\delta_j$ in equation (18.7) as an annuity factor that gives the time-$T$ value of the entire stream of differences between the premium payments in a par CDS contract and the one specified in the default swaption. If we let $A(T, T_n)$ denote this factor, we can write the time-$T$ value of the default swaption as

$$V(T) = A(T, T_n)\text{Max}[S^F(T, T, T_n) - K), 0]$$

(18.8)

To find the time-$t$ value of the default swaption, it is convenient to rewrite (18.8) as

$$V(T) = A(T, T_n)\text{Max}[(S^F(T, T, T_n) - K), 0]$$

(18.9)

which tells us that the time-$T$ value of the option is simply a function of the present value of the difference between the premium payments of the two credit default swaps.

If we now recall that the time-$t$ value of any financial asset is simply the risk-adjusted expected present value of its cash flow, we can write

$$V(t) = A(t, T)E_t^*[\text{Max}(S^F(T, T, T_n) - K), 0]$$

(18.10)
where \( E_t^* \) denotes the expected value of \( .^* \) conditional on information available at time \( t \), computed on the basis of probabilities that are appropriately adjusted for risk in a way that follows the spirit of the risk-neutral probabilities discussed in Chapter 15.\(^2\)

In order to derive a pricing formula for this default swaption, we need to have an explicit assumption (a model) that describes the evolution of the forward CDS premium over time. A common assumption is to assert that \( S_F(t, T, T_n) \) is lognormally distributed, which allows one to use the option pricing formula derived by Black (1976)[8].\(^3\) If we let \( \sigma(t, T, T_n) \) denote the volatility of percentage changes in \( S_F(t, T, T_n) \), we can write the Black formula for a credit default swaption as:

\[
V(t) = A(t, T_n)[S_F(t, T, T_n)N(d_1) - KN(d_2)]
\] (18.11)

with

\[
d_1 \equiv \frac{\log(S_F(t, T_n)/K)}{\sqrt{\sigma(T, T_n)^2(T-t)}} + .5\sigma(T, T_n)\sqrt{T-t}
\]

\[
d_2 \equiv \frac{\log(S_F(t, T_n)/K)}{\sqrt{\sigma(T, T_n)^2(T-t)}} - .5\sigma(T, T_n)\sqrt{T-t}
\]

\( N(.) \) is the cumulative standard normal distribution, and we made the simplifying assumption that \( \sigma(t, T, T_n) \) is time-invariant.

As with vanilla calls and puts, credit default swaption prices are strictly increasing in the volatility of the relevant forward CDS premium. Other basic features of call and put options, such as put-call parity, also hold.

### 18.3 Valuing Other Credit Options

The valuation of other credit options, such as an option to sell the floater underlying the forward contract discussed in Section 18.2, can be carried out following essentially the same steps outlined for credit default swaptions.

\(^2\) The reader with some familiarity with continuous-time finance methods may recognize the probability measure embedded in \( E_t^* \) as that corresponding to the so-called “annuity measure” (Hunt and Kennedy, 2000[43]). Under this probability measure, both the relative price \( \frac{V(t)}{A(t, T_n)} \) and the forward par CDS premium \( S_F(t, T, T_n) \) follow a random walk.

\(^3\) The Black pricing formula is a variant of the well-known Black-Scholes formula. Black originally derived it for the pricing of options on futures contracts, but it can be shown that it applies directly to the pricing of credit default swaptions and many other related options. See Hull (2003)[41] for a textbook discussion of the Black formula.
Consider, for instance, a put option on a floater with a face value of $1. The option expires at date $T$ and has a strike price of $1. As discussed in Chapter 8, this is basically a call option on the floater spread.

At time $T$, the value of the put option will be

$$V_{FL}(T) = \max(1 - W_{FL}(T), 0)$$

(18.12)

i.e., the option holder will choose to sell the floater for its face value only if the market value of the floater, $W_{FL}(T)$, is less than $1$.

We can use the results of Section 18.1.2 to rewrite equation (18.12) as

$$V_{FL}(T) = A(T, T_n) \max[s^F(T, T, T_n) - K, 0]$$

(18.13)

and from here on one would proceed as in Section 18.2 to obtain the Black pricing formula for this call spread option.

18.4 Alternative Valuation Approaches

An implicit (but fundamental) assumption made in this chapter is that credit spreads and, thus, CDS premiums are stochastic variables. Indeed, it would make no sense to write an option on something that behaves deterministically. Going back to results derived in previous chapters, however, which suggested a close relationship between CDS premiums and the default probabilities of the reference entity, the assumption of stochastic forward CDS premiums is tantamount to admitting that default probabilities are themselves stochastic.

Indeed, an alternative approach to valuing spread and bond options is to model the stochastic behavior of default intensity directly, often jointly with the behavior of short-term interest rates, and use the resulting framework to derive the option prices of interest. As discussed by Arvanitis and Gregory (2001)[2] and Schonbucher (1999)[71], stochastic default probability models can also be used to value more complex credit options than the ones examined in this chapter, such as Bermudan options and other structures with more than one exercise date.

18.5 Valuing Bond Options

We discussed above the valuation of options written on floating-rate bonds and on credit default swaps. Similar methods apply to the valuation of options written on fixed-rate bonds. For instance, one may assume that the forward price of the bond is lognormally distributed and then use the Black formula as in Sections 18.2 and 18.3. Hull (2003)[41] provides a useful textbook discussion of the valuation of fixed-rate bond options.
Part IV

Introduction to Credit Modeling II: Portfolio Credit Risk
The Basics of Portfolio Credit Risk

The credit risk models we have examined thus far in this book have all focused on single default events, or on the likelihood that a given firm will default on its financial obligations within a given period of time. We shall now shift gears, so to speak, and take a quick tour of approaches and techniques that are useful for modeling credit risk in a portfolio setting. As we saw in Chapters 9, 10, and 14, two key concepts in the modeling of portfolio credit risk are default correlation and the loss distribution function. The basic model discussed in this chapter allows us to take a closer quantitative look at these concepts.

Before we proceed, however, one caveat is in order. The discussion in this part of the book only scratches the surface of what has become a large and growing technical literature on the modeling of portfolio credit risk. Our goal is only to introduce the reader to some of the main issues and challenges facing both academics and practitioners in the real world when it comes to modeling the default risk embedded in a portfolio of credit-related instruments.

19.1 Default Correlation

Intuitively, default correlation is a measure related to the likelihood that two or more reference entities will default together within a given horizon. The higher the default correlation between two firms, the higher the chances that default by one of them may be accompanied by a default by the other. Given that corporate defaults are relatively rare events,
empirical measures of default correlation are not easy to come by. The available evidence suggests that default correlation tends to be higher for lower quality credits for higher borrowers, presumably because less-credit worthy firms are more sensitive to the ups and downs of the economy, and that the extent of default correlation depends on the time horizon in question (Lucas, 1995)[57]. In addition, it seems plausible that default correlation tends to be higher among firms in the same industry than among firms in different lines of business altogether, although one can imagine situations where a default by one firm strengthens the position of its main competitor, making it less likely to default.

19.1.1 Pairwise Default Correlation

From elementary statistics, we know that the correlation coefficient, \( \rho_{Y_1,Y_2} \), involving two random variables \( Y_1 \) and \( Y_2 \) is defined as

\[
\rho_{Y_1,Y_2} \equiv \frac{\text{Cov}[Y_1,Y_2]}{\sqrt{\text{Var}[Y_1]} \sqrt{\text{Var}[Y_2]}}
\] (19.1)

where \( \text{Cov}[Y_1,Y_2] \) denotes the covariance between \( Y_1 \) and \( Y_2 \), and \( \text{Var}[Y_1] \) and \( \text{Var}[Y_2] \) stand for the variances of \( Y_1 \) and \( Y_2 \), respectively, all of which are defined below.

Mathematically, one can write an expression for the coefficient of default correlation for any two entities—called the pairwise default correlation—in terms of their respective default probabilities. To see this, we shall take another look at the two hypothetical entities we have been analyzing throughout this book: XYZ Corp. and AZZ Bank.

Using notation introduced earlier, we shall let \( \omega_A \) and \( \omega_X \) denote the (risk-neutral) default probabilities of AZZ and XYZ, respectively, over a given time horizon.\(^1\) As for the probability that both AZZ Bank and XYZ Corp. will default together, we shall denote it as \( \omega_{A\&X} \). These probabilities are represented in the diagram in Figure 19.1. The area encompassed by the rectangle in the figure represents all possible survival and default outcomes associated with AZZ and XYZ over a given time horizon. Those outcomes that involve a default by AZZ are shown within area A and those involving defaults by XYZ are represented by area X. For simplicity, we shall assume that the area of the rectangle is equal to 1 and thus we can think of the areas A and X as the probabilities that AZZ Bank and XYZ Corp. will default, respectively, within the prescribed time horizon. Furthermore, the region of overlap between areas A and X corresponds to the probability \( \omega_{A\&X} \) that both AZZ Bank and XYZ Corp. will default.

\(^1\) In terms of the notation used in Part III, \( \omega_A \) and \( \omega_X \) can be written as \( 1 - Q_A(t, T) \) and \( 1 - Q_X(t, T) \), respectively, where, for instance, \( Q_A(t, T) \) is the risk-neutral probability, conditional on all information available at time \( t \), that AZZ will survive through some future time \( T \). As in previous chapters, we continue to denote the current time as \( t \).
Let us now define $I_X$ as a random variable that takes the value of 1 in the event of default by XYZ Corp. over a given horizon and 0 otherwise. $I_A$ is likewise defined for AZZ Bank. In technical terms, $I_X$ and $I_A$ are called indicator functions regarding default events by XYZ and AZZ. It is straightforward to see that the expected values of $I_X$ and $I_A$ are simply the associated default probabilities over the horizon of interest. For instance, given that $I_A$ can only take two values, and relying on risk-neutral probabilities, its expected value is:

$$\tilde{E}[I_A] = \omega_A \times 1 + (1 - \omega_A) \times 0 = \omega_A$$

where $\tilde{E}[I_A]$ is the expectation of $I_A$, computed on the basis of risk-neutral probabilities.

Again using basic results from elementary statistics, we can also compute the variance of $I_A$ and the covariance between $I_A$ and $I_X$. The variance is

$$\text{Var}[I_A] \equiv \tilde{E}\left[(I_A - \tilde{E}[I_A])^2\right] = \omega_A(1 - \omega_A)$$

and the covariance can be written as

$$\text{Cov}[I_A, I_X] \equiv \tilde{E}\left[(I_A - \tilde{E}[I_A])(I_X - \tilde{E}[I_X])\right] = \tilde{E}[I_A I_X] - \tilde{E}[I_A] \tilde{E}[I_X]$$

But notice that $I_A I_X$ is only nonzero when both $I_A$ and $I_X$ are 1, and that happens with probability $\omega_{A\&X}$. Thus

$$\tilde{E}[I_A I_X] = \omega_{A\&X}$$
and we can write

\[ \text{Cov}[I_A, I_X] = \omega_{A\&X} - \omega_A \omega_X \]  

(19.4)

We can now derive an expression for the pairwise default correlation for AZZ Bank and XYZ Corp. entirely in terms of their respective default probabilities:

\[ \rho_{A,X} \equiv \frac{\text{Cov}[I_A, I_X]}{\sqrt{\text{Var}[I_A]} \sqrt{\text{Var}[I_X]}} = \frac{\omega_{A\&X} - \omega_A \omega_X}{\sqrt{\omega_A(1 - \omega_A)} \sqrt{\omega_X(1 - \omega_X)}} \]  

(19.5)

Equation (19.5) formalizes an intuitive and key result regarding pairwise default correlations. In particular, other things being equal, the higher the probability that any two entities will default together over the prescribed horizon—the region of overlap between areas A and X in Figure 19.1—the higher their pairwise default correlation coefficient over that horizon.\(^2\)

It can be shown that (19.5) is such that the pairwise default correlation coefficient lies between 1 (perfect positive correlation) and \(-1\) (perfect negative correlation). In the former case, the two entities either default or survive together; in the latter case, only one of the entities will survive through the end of the relevant horizon and a position in a bond issued by one entity can be used as a hedge against default-related losses in an otherwise comparable bond issued by the other.

The case of perfect positive correlation, \(\rho_{A,X} = 1\), corresponds to a scenario where the two entities have identical default probabilities, \(\omega_A = \omega_X = \bar{\omega}\), and where \(\omega_{A\&X} = \bar{\omega}\). The case of perfect negative correlation corresponds to a scenario where \(\omega_{A\&X}\) is zero, its lower bound, and \(\omega_X = 1 - \omega_A\), i.e., there is no region of overlap between areas A and X in Figure 19.1 and area X takes up the entire portion of the rectangle that is not encompassed by area A.\(^3\)

In addition to the two polar cases of perfect positive and negative correlation, another special case is the situation of zero default correlation between any two entities. As can be seen in equation (19.5), this corresponds to the case where \(\omega_{A\&X} = \omega_A \omega_X\).

Before we proceed, we can use a variant of Figure 19.1 to verify a result advanced in Chapter 9. We claimed in that chapter that as the default

\(^2\) Equation (19.5) is only one of several possible ways to define default correlation. For instance, an alternative approach would be to focus on the correlation of default times. Technically oriented readers interested in this topic may wish to consult Li (2000)\(^5\) and Embrechts, McNeil, and Strautman (1999)\(^2\).

\(^3\) One way to verify that 1 is the maximum value that \(\rho_{A\&X}\) can achieve is to convince yourself that \(\omega_{A\&X}\) cannot be larger than \(\text{Min}[\omega_A, \omega_X]\). Hint: Look at the diagram in Figure 19.1.
correlation between two entities approaches 1, the probability that both entities will default over a given period approaches the default probability of the entity with the higher credit quality. This is illustrated in Figure 19.2, which shows a near complete overlap between areas A and X—or a default correlation of nearly one according to the results discussed above—but where area A is larger than area X—AZZ bank is of an inferior credit quality (greater default probability) than XYZ Corp. In the case depicted in the figure, all scenarios where XYZ Corp. defaults are also scenarios where AZZ Bank defaults. Hence the region of overlap between areas A and X is the same as area X.

19.1.2 Modeling Default Correlation

Thus far we have essentially limited ourselves to a portfolio with debt instruments issued by only two entities. How do we examine default correlation in more realistic settings, which often involve a large number of entities? We discuss below a very simple modeling framework that allows us to start tackling this issue and that should expose many of the difficulties and challenges associated with modeling portfolio credit risk.\footnote{Versions of the simple model discussed in this section can be found in Gupton, Finger, and Bhatia (1997)[37], O’Kane and Schlogl (2001)[64], Crosbie (2002)[16], and many others.}

The model builds on the seminal work of Black and Scholes (1973)[9] and Merton (1974)[59], which we discussed in Part III. In particular, for a hypothetical firm $i$, we define default as a situation where the return $R_i$ on
owning the firm falls below a given threshold $C_i$ at a given date $T$.\footnote{Strictly speaking, $R_i$ could be more properly called a log-return given that we implicitly define it in discrete time as

$$R_{i,t} \equiv \log(A_{i,t}) - \log(A_{i,t-1})$$

where $A_{i,t}$ is the value of firm $i$ at time $t$. In the remainder of this book, however, we will economize on terminology and simply call $R_{i,t}$ the return associated with firm $i$.}

Default by firm $i$ at time $T$ $\iff$ $R_i \leq C_i$ \hfill (19.6)

and the default probability associated with this firm is simply the probability that its return will fall short of $C_i$ over the relevant time horizon.

To simplify the analysis, especially when debt instruments issued by several firms are included in the portfolio, we shall assume that the above returns have already been standardized, i.e., for each firm $i$ in the portfolio, we express returns in terms of deviations from the sample mean and divide the result by the standard deviation of returns:

$$R_{i,t} \equiv \frac{\bar{R}_{i,t} - \mu_i}{\sigma_i}$$

where $\bar{R}_{i,t}$ are the raw (“non-standardized”) returns associated with owning firm $i$ at time $t$, and $\mu_i$ and $\sigma_i$ are the mean and standard deviation of $\bar{R}_{i,t}$, respectively. Note that, by working with standardized returns, all the firms in the portfolio have the same expected returns and standard deviations of returns—0 and 1, respectively.

Let us now consider a portfolio that contains debt instruments issued by $I$ different firms, where default events for each firm are defined as in equation (19.6). Two key assumptions of the model we are about to introduce are that (i) individual returns $R_i$ are normally distributed, and (ii) returns (and thus defaults) across firms are correlated through dependence on one common factor. A straightforward corollary of the first assumption is that, for a given time horizon, the probability of default by any one single firm is given by

$$\omega_i \equiv \Pr[\text{default by firm } i] = \Pr[R_i \leq C_i] = N(C_i)$$ \hfill (19.7)

where $N(\cdot)$ is the cumulative distribution function of the standard normal distribution.

Readers of earlier chapters will notice that we have shifted from an asset-value-based definition of default—recall, for instance, that the Black-Scholes-Merton framework discussed in Chapter 17 modeled defaults as situations where the value of the firm fell below some critical level—to one that is based on (log) returns. These two approaches to specifying defaults are perfectly consistent with one another: In the Black-Scholes-Merton framework, the value, $A_t$, of the firm was assumed to be lognormally distributed, which has the implication that log-returns are normally distributed, as assumed here.
Here we pause to note that the probabilities involved in equation (19.7)—and, indeed, throughout this part of the book—correspond to the concept of risk-neutral probabilities, which we discussed in Part III. Thus, if they are available, one can use market prices of liquid assets, such as credit default swap premiums for certain reference names, as a means of arriving at a value for $\omega_i$ and then rely on (19.7) to back out a market-implied value for $C_i$:

$$C_i = N^{-1}(\omega_i)$$

(19.8)

where $N^{-1}(\cdot)$ is the inverse of $N(\cdot)$, or the function that determines the value of $C_i$ in (19.7) that corresponds to a given value of $\omega_i$.

Going back to the second assumption (correlation through dependence on a common factor), we complete the model by making the following assumption regarding the evolution of returns:

$$R_{i,t} = \beta_i \alpha_t + \sqrt{1 - \beta_i^2} \epsilon_{i,t}$$

(19.9)

for all firms in the portfolio, i.e., for $i = 1, 2, \ldots, I$.

Equation (19.9) says that individual returns, and thus the likelihood of default, depend on a factor $\alpha$, which affects all entities represented in the portfolio, and on an entity-specific factor $\epsilon_i$. For instance, the entities represented in the portfolio may all be sensitive to conditions in the overall stock market, or, alternatively, $\alpha_t$ may stand for the current state of the economy.

To be consistent with the definition of $R_{i,t}$ as a random variable with zero mean and unit variance, we further assume that $\alpha_t$ and, for all $i$, $\epsilon_{i,t}$ have also been standardized—they have zero mean and unit variance—and that they are independently and normally distributed.\(^6\) We also assume that, for any two firms $i$ and $j$, $\epsilon_{j,t}$ and $\epsilon_{i,t}$ are independently distributed and that $\alpha_t$ and $\epsilon_{i,t}$, and thus $R_{i,t}$ are serially uncorrelated, i.e.,

$$\tilde{E}[\alpha_t \alpha_{t-s}] = \tilde{E}[\epsilon_{i,t} \epsilon_{i,t-s}] = 0$$

for all nonzero values of $s$.\(^7\)

---

\(^6\) It is easy to verify that (19.9) is consistent with the assumption of zero mean and unit variance of returns. $\tilde{E}[R_{i,t}] = 0$ follows directly from the zero-mean assumption on $\alpha$ and $\epsilon_i$. To see that the variance of $R_{i,t}$ remains unit, simply note that we can write it as

$$\text{Var}[R_{i,t}] = \beta_i^2 \tilde{E}[\alpha_t^2] + (1 - \beta_i^2) \tilde{E}[\epsilon_{i,t}^2] + 2\beta_i \sqrt{1 - \beta_i^2} \tilde{E}[\alpha_t \epsilon_{i,t}]$$

which is equal to one given the variance and independence assumptions regarding $\alpha_t$ and $\epsilon_{i,t}$.

\(^7\) The concept of serial independence is discussed briefly in Appendix B.
In light of equation (19.9), we can show that $\beta_i$ plays a crucial role in capturing the extent of return correlation among any two entities in the portfolio. In particular, the covariance between $R_{i,t}$ and $R_{j,t}$ can be written as

$$\text{Cov}(R_{i,t}, R_{j,t}) \equiv \tilde{E}[(R_{i,t} - \tilde{E}[R_{i,t}])(R_{j,t} - \tilde{E}[R_{j,t}])] = \beta_i\beta_j$$  \hspace{1cm} (19.10)

which, given the assumption of unit variances, also corresponds to the correlation between $R_{i,t}$ and $R_{j,t}$.

From a modeling standpoint, one advantage of the above framework is that, for a given value of the common factor, $\alpha_t$, returns involving any two firms in the portfolio, and thus their respective default events, are uncorrelated.\footnote{Throughout this chapter we assume that $C_i$ is a deterministic variable for all $i$.} To verify the conditional independence of defaults, we start by computing the conditional mean and variance of returns under the model:

$$\tilde{E}[R_{i,t} | \alpha_t] = \beta_i \alpha_t$$  \hspace{1cm} (19.11)

$$\text{Var}[R_{i,t} | \alpha_t] = 1 - \beta_i^2$$  \hspace{1cm} (19.12)

and it is then straightforward to see that returns are indeed pairwise conditionally uncorrelated:

$$\text{Cov}[R_{i,t}, R_{j,t} | \alpha_t] = \sqrt{1 - \beta_i^2} \sqrt{1 - \beta_j^2} \tilde{E}[\epsilon_i,t \epsilon_j,t] = 0$$  \hspace{1cm} (19.13)

where $\tilde{E}[R_{i,t} | \alpha_t]$ is the expected value of $R_{i,t}$ conditioned on the time-$t$ value of $\alpha$, and $\text{Var}[.|\alpha_t]$ and $\text{Cov}[.|\alpha_t]$ are analogously defined. Note that (19.13) follows from the fact that $\epsilon_i,t$ and $\epsilon_j,t$ are mutually independently distributed, i.e., $\tilde{E}[\epsilon_i,t \epsilon_j,t] = 0$.

We can also compute conditional default probabilities over given horizons for any firm in the portfolio. For instance, for $\alpha_T = \alpha_t$, the time-$t$ probability that the firm will default at time $T$ can be written as

$$\omega_i(\alpha_t) \equiv \text{Prob}[\text{default by firm } i \text{ at } T | \alpha_t] = \text{Prob} \left[ \epsilon_{i,T} \leq \frac{C_i - \beta_i \alpha_t}{\sqrt{1 - \beta_i^2}} \right]$$  \hspace{1cm} (19.14)

which, unlike the expression for unconditional default probabilities, equation (19.7), depends importantly on $\beta_i$. 
19.1.3 Pairwise Default Correlation and “β”

We have shown that the model-implied correlation between returns on any two assets in the portfolio is:

\[ \text{Cor}(R_{i,t}, R_{j,t}) = \text{Cov}(R_{i,t}, R_{j,t}) = \beta_i \beta_j \] (19.15)

How does that relate to the concept of pairwise default correlation discussed in Section 19.1.1? There we saw that we can write the default correlation between any two entities \(i\) and \(j\) in the portfolio as

\[ \rho_{i,j} = \frac{\omega_{i\&j} - \omega_i \omega_j}{\sqrt{\omega_i(1 - \omega_i)} \sqrt{\omega_j(1 - \omega_j)}} \] (19.16)

where we have already seen that the model implies that the probabilities \(\omega_i\) and \(\omega_j\) can be written as \(N(C_i)\) and \(N(C_j)\), respectively. Now, \(\omega_{i\&j}\) denotes the probability that both \(i\) and \(j\) will default over the time horizon of interest. In the context of the model,

\[ \omega_{i\&j} \equiv \text{Prob}[R_i \leq C_i \text{ and } R_j \leq C_j] \] (19.17)

but, given that \(R_i\) and \(R_j\) are individually normally distributed with correlation coefficient \(\beta_i \beta_j\), they are jointly distributed according to the bivariate normal distribution. Thus,

\[ \omega_{i\&j} = N_2(C_i, C_j, \beta_i \beta_j) \] (19.18)

where \(N_2()\) is the cumulative distribution function of the bivariate normal distribution.\(^9\)

We can now write out the default correlation between any two entities in the portfolio entirely in terms of model parameters:

\[ \rho_{i,j} = \frac{N_2(C_i, C_j, \beta_i \beta_j) - N(C_i)N(C_j)}{\sqrt{N(C_i)(1 - N(C_i))} \sqrt{N(C_j)(1 - N(C_j))}} \] (19.19)

Equation (19.19) shows the explicit link between the return correlation parameters, \(\beta_i\) and \(\beta_j\), and the degree of default correlation between reference entities \(i\) and \(j\). Figure 19.3 illustrates the nature of this link for a particular parameterization of default probabilities—\(\omega_i = \omega_j = .05\)—and return correlations—\(\beta_i = \beta_j = \beta\), and \(\beta\) varies from 0 to 1. The figure shows that default correlation increases monotonically with return correlation, but the relationship is very nonlinear. Given this one-to-one mapping

\(^9\) See Appendix B.
between $\beta$ and $\rho_{i,j}$, we shall couch the discussion of default correlation in this part of the book mostly in terms of $\beta$. We do this simply for analytical convenience.

**19.2 The Loss Distribution Function**

We first met the concept of the loss distribution function in this book in Chapter 10, where we discussed portfolio default swaps. To recap, an informal definition of the loss distribution function would say that, for a given portfolio, it is the function that assigns probabilities to default-related losses of various magnitudes over a given time horizon.

We will continue to build on the simple modeling framework introduced in the previous section to take a closer look at the loss distribution function and its relation to default correlation. For convenience, however, we will make a few additional simplifying assumptions. First, we assume that the portfolio is composed of a set of homogeneous debt instruments, i.e., for all $i$,

$$\beta_i = \beta$$

$$C_i = C$$
Second, we assume that each entity represented in the portfolio corresponds to an equal share of the portfolio. Henceforth, we will refer to such a portfolio as an equally weighted homogeneous portfolio.

The first assumption ensures that all entities represented in the portfolio have the same default probability over the time period of interest; the second guarantees that there is a one-to-one correspondence between the number of defaults in the portfolio and the size of the percentage default-related loss in the portfolio. In particular, in a portfolio with, say, \( I \) reference entities, the probability of \( k \) defaults among the entities in the portfolio is equivalent to the probability of a \( 100 \frac{k}{I} \) percent default-related loss in the portfolio.\(^{10}\)

### 19.2.1 Conditional Loss Distribution Function

Armed with the tools developed thus far we can compute the probability distribution of default-related losses for a given value of \( \alpha \), which corresponds to the concept of the conditional loss distribution function. Given that, conditional on \( \alpha \), individual returns are independently and normally distributed, a basic result from statistics says that the number of defaults in the portfolio is binomially distributed for a given value of \( \alpha \).\(^{11}\) Thus, if we let \( L \) denote the percentage (default-related) loss in the portfolio over, say, the next year, we can write the conditional probability of a given loss as

\[
\text{Prob} \left[ L = \frac{k}{I} \mid \alpha \right] = \text{Prob} \left[ k \text{ defaults} \mid \alpha \right] = \frac{I!}{k!(I-k)!} \omega(\alpha)^k [1 - \omega(\alpha)]^{I-k}
\]

(19.20)

where

\[
\omega(\alpha) \equiv \text{Prob} \left[ \epsilon_{i,t} \leq \frac{C - \beta \alpha}{\sqrt{1 - \beta^2}} \right] = N \left( \frac{C - \beta \alpha}{\sqrt{1 - \beta^2}} \right)
\]

(19.21)

is the conditional probability of default of each reference entity represented in the equally weighted homogeneous portfolio.

Equation (19.20) is essentially the expression for the conditional loss distribution function implied by (19.9), applied to the case of an equally-weighted homogeneous portfolio. To highlight its dependence on the common factor, \( \alpha \), Figure 19.4 shows conditional loss distribution functions corresponding to a period of, say, one year for a portfolio with 20

\(^{10}\) For added convenience, we are assuming a zero recovery rate for all entities in the portfolio.

\(^{11}\) See Appendix B for an overview of the binomial distribution.
reference entities, each with an individual default probability of 5 percent and a $\beta$ of 0.5. The figure depicts three cases, one with $\alpha$ set at its average value of zero, and the others corresponding to $\alpha$ set at plus and minus one standard deviation, $-1$ and $1$, respectively.\(^{12}\)

As can be seen in Figure 19.4, the conditional loss distribution function flattens out as $\alpha$ declines. This is consistent with the intuition that, with positive dependence of returns on $\alpha$, conditional default probabilities increase for all entities in the portfolio as $\alpha$ decreases. Lower values of $\alpha$ in this case pull individual returns closer to their default thresholds, $C$, increasing the likelihood of larger losses in the portfolio and thus allowing for “fatter tails” in the conditional loss distribution function.

### 19.2.2 Unconditional Loss Distribution Function

When pricing multi-name credit derivatives such as basket swaps and portfolio default swaps it is often the unconditional loss distribution function that will matter most. As its name suggests, this concept is not predicated on any one particular value of the common factor, $\alpha$, and thus it fully

---

\(^{12}\) Figure 19.4 illustrates an additional use of the modeling framework examined in this chapter, which is to assess likely losses in the portfolio under different scenarios involving the common factor, a practice commonly called scenario stress testing.
The Loss Distribution Function takes on board the reality that future values of $\alpha$ are themselves generally subject to substantial uncertainty.

In what follows we shall use the model to derive an analytical solution for the unconditional loss distribution function of a homogeneous portfolio. The technical requirements for this derivation are perhaps a bit beyond the scope of this book, but we should note that readers less interested in statistical and mathematical details may skip this subsection entirely without any fear of missing out on what is to come in the remainder of Part IV. Indeed, the main reason for obtaining an expression for the loss distribution here—equation (19.24) below—is so we can use it later on to check the accuracy of the large-portfolio approximation and simulation-based methods described in sections 19.2.3 and 19.4, respectively. It is the latter method, in particular, that will be our tool of choice throughout most of this part of the book, not just for deriving loss distribution functions, but also for valuing multi-name credit derivatives.

To derive an expression for the unconditional loss distribution, we appeal to a basic result from statistics, known as the law of iterated expectations. According to this “law,” the unconditional expectation of having, say, $k$ defaults in the portfolio is given by the probability-weighted average of conditional probabilities of having $k$ defaults. These latter probabilities are computed over all possible values of the common factor $\alpha$, and the weights are given by the probability density function of $\alpha$. Thus,

\[
\text{Prob}[k \text{ defaults}] = \int_{-\infty}^{\infty} \text{Prob}[k \text{ defaults }|\alpha = y] n(y) dy
\]  

(19.22)

where $n(\cdot)$ is the probability density function of the standard normal distribution.\textsuperscript{13}

Substituting equations (19.20) and (19.21) into (19.22) we obtain the following expression for the unconditional probability of $k$ defaults in the portfolio:

\[
\text{Prob}[k \text{ defaults}] = \int_{-\infty}^{\infty} \frac{I!}{k!(I-k)!} \omega(y)^k (1 - \omega(y))^{I-k} n(y) dy
\]  

(19.23)

where $\omega(y) \equiv N\left(\frac{C - \beta y}{\sqrt{1 - \beta^2}}\right)$, as we saw earlier.

\textsuperscript{13}See Appendix B for a quick review of key results from statistics.
Given equation (19.23), the analytical solution for the loss distribution function of a homogeneous portfolio is:

$$\text{Prob}[l \leq K] = \sum_{k=0}^{K} \int_{-\infty}^{\infty} \frac{I!}{k!(I-k)!} \omega(y)^k (1 - \omega(y))^{I-k} n(y) dy$$  \hspace{1cm} (19.24)

where \(\text{Prob}[l \leq K]\) denotes the probability that the number of defaults in the portfolio will be equal to or less than \(K\). Equation (19.24) is a somewhat cumbersome expression that can be solved, for instance, via numerical integration, provided \(I\) is not too large.

### 19.2.3 Large-Portfolio Approximation

As we saw in the previous section, allowing for both the common and the firm-specific factors to be fully stochastic makes the mathematical analysis of credit risk in portfolios substantially more involving than in the case of fixed values for the common factor, especially for portfolios with a large number of assets. One technique that greatly simplifies the analysis of relatively homogeneous portfolios with many assets is the so-called large-portfolio approximation method—see, for instance, Vasicek (1987)[73].

As the name suggests, the main thrust of this approach is to assume that the portfolio has a sufficiently large number of reference entities so that the expected fraction of entities defaulting over a given time horizon can be approximated by the corresponding individual default probabilities of the entities. In terms of the conditional default probabilities derived in Section 19.2.1, this implies

$$\theta \equiv \tilde{E}[L|\alpha] \approx \omega(\alpha)$$  \hspace{1cm} (19.25)

where \(\theta\) and \(L\) are the expected and actual percentage loss in the portfolio, respectively.

Note that for any given value of \(\theta\), one can back out the implied value of \(\alpha\) upon which the conditional expectation in (19.25) is based:

$$\alpha = \omega^{-1}(\theta)$$  \hspace{1cm} (19.26)

where \(\omega^{-1}(.)\) is the inverse function of \(\omega(\alpha)\).16

14 Our presentation of the large-portfolio approximation method partly follows O’Kane and Schlogl (2001)[64].

15 Readers with some familiarity with statistics will recognize the (conditional) law of large numbers at work here.

16 We will ignore the approximation error embedded in (19.25) from now on. Obviously, that error can be significant, especially for small portfolios, which, as we will see in Section 19.4, can be examined with alternative methods.
Suppose now that the actual value of $\alpha$ turns out to be larger than the one used in (19.25). Other things being equal, the actual percentage loss, $L$, will be smaller than the expected loss, $\theta$, because, for positive $\beta$, individual returns will be farther away from the default boundary $C$ than implicit in (19.25). Mathematically, this can be summed up as:

$$\alpha \geq \omega^{-1}(\theta) \iff L \leq \theta$$  \hspace{1cm} (19.27)

Thus, we can make the following probabilistic statement:

$$\text{Prob}[\alpha \geq \omega^{-1}(\theta)] = \text{Prob}[L \leq \theta]$$  \hspace{1cm} (19.28)

Given that $\alpha$ was assumed to be normally distributed, and relying on the symmetric nature of the normal probability density function,\(^{17}\)

$$\text{Prob}[\alpha \geq \omega^{-1}(\theta)] = \text{Prob}[\alpha \leq -\omega^{-1}(\theta)] = N(-\omega^{-1}(\theta))$$

Thus we arrive at the result:

$$\text{Prob}[L \leq \theta] = N(-\omega^{-1}(\theta))$$  \hspace{1cm} (19.29)

which is an approximate expression for the unconditional loss distribution of the large homogeneous portfolio.

To write out (19.29) explicitly in terms of the parameters of the model, note that, ignoring any errors introduced by the large portfolio approximation, equations (19.21) and (19.25) imply

$$\theta = N \left( \frac{C - \beta \alpha}{\sqrt{1 - \beta^2}} \right)$$  \hspace{1cm} (19.30)

and thus we can write

$$\alpha = \frac{C - N^{-1}(\theta)\sqrt{1 - \beta^2}}{\beta}$$  \hspace{1cm} (19.31)

which, together with (19.26), implies

$$\omega^{-1}(\theta) = \frac{C - N^{-1}(\theta)\sqrt{1 - \beta^2}}{\beta}$$  \hspace{1cm} (19.32)

\(^{17}\)By symmetry of the normal distribution we mean the fact that, for any normally distributed random variable $\alpha$ that has an expected value of zero,

$$\text{Prob}[\alpha \geq U] = \text{Prob}[\alpha \leq -U]$$

where $U$ is any arbitrary real number.
and we arrive at our final expression for the (approximate) unconditional loss distribution of a large homogeneous portfolio:

\[
\text{Prob}[L \leq \theta] = N\left(\frac{C - N^{-1}(\theta)\sqrt{1 - \beta^2}}{\beta}\right)
\]  

(19.33)

19.3 Default Correlation and Loss Distribution

We are now ready to start tying together some of the different topics discussed in this chapter by examining how the probability distribution of future losses is affected by the degree of default correlation among the issuers in the portfolio. This analysis also expands on an early exercise on correlation and loss distribution, discussed in Chapter 10.

Our goal is to examine the crucial role that default correlation plays in the determination of a portfolio’s loss distribution function and, as we shall see in greater detail in Chapters 20 and 21, in the valuation of multiname credit derivatives. To highlight that role, we shall examine two large homogeneous portfolios—which we shall call portfolios A and B—that are identical in every respect, except for their extent of return, and, thus, default correlation. In particular, for a given horizon, the individual default probabilities of the entities represented in either portfolio are assumed to be 5 percent, which, following the spirit of equation (19.25), means that both portfolios have expected default-related losses of 5 percent. (For simplicity, we continue to assume zero recovery rates for all entities.) As for their degree of correlation with the common factor, we shall assume that portfolio A has a \( \beta \) of 0.2, and portfolio B’s \( \beta \) is 0.5.

Figure 19.5 shows the unconditional loss distribution functions for the two portfolios described above. The loss distributions are quite different despite the fact that both portfolios have the same expected loss. In particular, the loss distribution of portfolio A (low \( \beta \)) shows a virtually zero probability of default-related losses amounting to more than 15 percent of the portfolio. In contrast, for portfolio B (high \( \beta \)), that probability is distinctively positive, although still relatively small. Portfolio B also has a higher probability of very small losses than does portfolio A, reflecting the fact that its higher correlation results in a greater tendency for its reference entities to either survive or default together. In statistical parlance, the portfolio with the greater default correlation has a loss distribution with “fatter tails,” i.e., the loss distribution of portfolio B assigns greater odds to extreme events than does that of portfolio A.

From a practical perspective, the basic insights derived from the analysis of portfolios A and B are very powerful. First, the degree of default correlation in a portfolio can dramatically affect its risk characteristics. For instance, while holding a portfolio that includes a large number of issuers
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generally contributes to diversification across different types of risks, that diversification may be significantly reduced if the degree of default correlation among the issuers is high. Indeed, higher odds of extreme events can be thought of as reduced diversification. For instance, as we discussed in Chapter 10, in the extreme case of perfect correlation either all of the issuers in the portfolio survive or default together, which is akin to holding only one asset (no diversification).

A second basic insight from Figure 19.5 regards the valuation of credit derivatives that involve some tranching of credit risk, such as baskets and portfolio default swaps, which we will examine more fully in the next two chapters. As we saw in Chapters 9 and 10, the valuation of these derivatives can be importantly affected by the probability distribution of losses in the underlying portfolio, which, as we have just seen, depends crucially on the degree of default correlation among the entities represented in the portfolio.

19.4 Monte Carlo Simulation: Brief Overview

As an alternative to the large portfolio approximation, one can use Monte Carlo simulation methods to compute the (approximate) loss distribution
function of a portfolio. In their simplest form, described below, simulation methods place less mathematical demands on the user, at the cost of longer computer running times than the version of the large portfolio method discussed in Section 19.2. An advantage of simulation-based methods is that they are best applied to smaller portfolios, for which the large portfolio approximation method is less suitable. In addition, they can be easily used in the analysis of heterogeneous portfolios and in versions of the model that allow for more than one common factor.

We can use equations (19.6) and (19.9)—repeated below for convenience—to illustrate the basic principle of the Monte Carlo simulation approach:

\[ \text{Default by firm } i \iff R_{i,t} \leq C_i \]

\[ R_{i,t} = \beta_i \alpha_t + \left( \sqrt{1 - \beta_i^2} \right) \epsilon_{i,t} \]

where, as assumed before, \( \alpha \) and \( \epsilon_i \) are mutually independent random variables that are normally distributed with zero mean and unit variance.

The basic thrust of simulation-based methods is very straightforward. It consists of generating a large number of draws from the standard normal distribution for \( \alpha \) and, for all \( i \) in the portfolio, for \( \epsilon_i \). For instance, for a portfolio with 20 reference entities, each draw will consist of 21 values randomly selected according to the standard normal distribution, and, for each draw, one compares the resulting return \( R_i \) for each entity to its default boundary, \( C_i \), to determine whether or not a default has occurred. After a sufficiently large number of draws, one can count the number of defaults and estimate the probability distribution of losses as

\[ \text{Prob}[j \text{ defaults}] = \frac{M_j}{M} \]

where \( M_j \) is the number of draws where there were \( j \) defaults in the portfolio, and \( M \) is the total number of draws.

We illustrate the simple simulation-based method described above for an equally weighted homogeneous portfolio with 40 reference entities, each with a one-year individual default probability of 5 percent and a degree of correlation (\( \beta \)) of 0.2. The solid line in Figure 19.6 shows the corresponding loss distribution function for this portfolio, based on 500,000 draws from the standard normal distribution. To keep the analysis comparable

---

18 Hull (2003)[41] provides an overview of simulation techniques in finance.

19 If one is interested in the distribution of percentage losses in the portfolio, one can modify these calculations accordingly. For instance, \( M_j \) could stand for the number of draws where percentage losses in the portfolio amounted to \( j \) percent.
to that of large portfolios, we also computed the probability loss distribution for an otherwise identical portfolio with a $\beta$ of 0.5. We arrive at some of the same conclusions discussed in Section 19.3. Portfolios with a larger degree of default correlation have more probability mass at tail events than do portfolios with less correlation. Again, we see the benefits of effective diversification (less default correlation) at work.

19.4.1 How Accurate is the Simulation-Based Method?

We have mentioned some desirable features of the simulation-based method—such as ease of use and applicability to both small and heterogeneous portfolios, as well as to multifactor models—and a potential drawback—Monte Carlo simulations tend to be computer intensive. Simulation-based methods would be of limited value, however, if the resulting loss distribution function were a poor representation of the true function implied by the model—equation (19.24)—or if it took an unreasonably large number of simulations—and thus substantial computing time—for the simulation method to get it right.

Figure 19.7 takes an informal look at the accuracy of the Monte Carlo simulation approach for two portfolios that are identical in every respect.
except for their degree of asset correlation. In particular, each portfolio is composed of 100 assets with individual default probabilities of 5 percent and zero recovery rates. For each portfolio, the figure shows “actual” (analytical) values of the loss distribution, as well as a set of Monte-Carlo-based values. The results suggest that, even for computations involving a number of simulations as low as 50,000—which take only a few seconds to run in a well equipped laptop—the Monte Carlo method seems to do a very good job capturing both the level and the shape of the true loss distribution function.

The results in Figure 19.7 are only illustrative, however. A more formal evaluation of the Monte Carlo approach would involve examining the results of a large number of simulation exercises—for instance, running 100,000 simulations of the model 1,000 times and computing the mean and standard deviation of all 1,000 results—so that one could look at the variability of the final results. It should also be noted, that the simple simulation method described in this chapter can be improved considerably through the use of
“variance-reduction” techniques, which are designed to reduce the amount of random noise that is inherent in simulation-based methods.\textsuperscript{20}

\subsection*{19.4.2 Evaluating the Large-Portfolio Method}

We can now compare results obtained through the large-portfolio approximation method to those generated by the simulation-based approach, which, as we have just seen, can be made very accurate. Similar to the spirit of the last subsection, one can view this exercise as a very informal evaluation of the large-portfolio approximation approach’s ability to capture the main features of the loss distribution function of progressively smaller portfolios under different correlation assumptions.

Figure 19.8 summarizes the main findings. We consider several hypothetical portfolios designed along the same lines as the ones examined thus far in this chapter. The top panel shows the unconditional loss distribution

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure19.8.png}
\caption{An Informal Evaluation of the Large-Portfolio Approximation Method}
\end{figure}

\textsuperscript{20}See, for instance, Hull (2003)[41] for an overview of variance reduction techniques.
functions for four equally weighted homogeneous portfolios that are identical in every aspect, except for the number of reference entities included in the portfolio, which varies from 100 to 1,000. For all portfolios, the default probabilities of the individual entities are assumed to be 5 percent and $\beta = 0.2$. The Monte-Carlo-based results were derived based on 500,000 simulations of the model. The figure also shows the loss distribution function based on the large-portfolio approximation. Not surprisingly, the approximation works best for the largest portfolio, but it is noteworthy that even for the 200-asset portfolio, the large-portfolio approximation seems to have been able to capture the general shape and level of the loss distribution.

The lower panel of Figure 19.8 depicts results for the same cases examined in the upper panel, but we now examine scenarios with a bit more return correlation among the entities in the portfolios, $\beta = 0.5$. The results suggest that the approximation works relatively well, especially as we move away from the left end of the distribution. On the whole, the figure suggests that the large-portfolio approximation seems to work “better” for portfolios with higher correlation than for those with lower correlation. While we are being vague here about what better means in this context, our intuition would suggest that in the limit case of perfect correlation, the portfolio essentially behaves as a single asset and the loss distributions of small and large portfolios should essentially become the same.

Once again, we should emphasize that this section provides only an informal evaluation of the large-portfolio approximation approach. Our purpose here was only to provide some of the flavor of the practical and methodological issues that one is likely to face when dealing with real-world portfolios and more advanced techniques. Issues not addressed here include the fact that real-life portfolios are not strictly homogeneous, which would add another source of approximation error to the large portfolio approach.

One final point about Figure 19.8. The loss distribution functions of the various portfolios shown is remarkably similar, especially for the portfolios with more than 100 reference names, although one can see a pattern of slightly less dispersion of likely losses—more of the probability mass is in the center of the distribution—for the larger portfolios. Yet, from an investment and portfolio management perspective, it may be substantially more costly to monitor, say, a portfolio with more than 500 names, as opposed to one with 200. (Not to mention that, in most markets, one may be hard pressed to find 500+ names that fit the profile sought by the investor/manager.) One small simple lesson learned from Figure 19.8 then is that the diversification benefits, in terms of less disperse loss distributions, achieved by adding more and more names to the portfolio eventually are likely to be outweighed by the potentially higher costs of constructing and managing portfolios in which an ever larger number of entities is represented.
19.5 Conditional vs. Unconditional Loss Distributions

Suppose one has a view as to where the common factor will be by a certain date and then computes the loss distribution function of a given portfolio based on that view. The resulting function is none other than the conditional loss distribution function that we discussed earlier in this chapter. Suppose, in particular, that one makes the seemingly reasonable forecast that $\alpha$ will be at its expected value of zero at the end of the relevant time horizon and then computes the corresponding (conditional) loss distribution of the portfolio.

How much off would one be by making risk assessments based on particular views regarding the common factor? Figure 19.9 answers this question for the portfolio described in the previous section, with $\beta$ set to 0.5. It shows that conditioning the distribution of losses on the expected value of $\alpha$ would lead one to underestimate significantly the default risk in the portfolio, exposing the danger of what would otherwise look like a sensible assumption regarding the evolution of the common factor. More generally, ignoring the uncertainty related with future values of the common factor can lead one to understate substantially the likelihood of large losses in the portfolio.
19.6 Extensions and Alternative Approaches

We discussed a simple approach for modeling the credit risk in a portfolio and described three basic methods for deriving a portfolio’s loss distribution function. The first method involved the analytical derivation of the loss distribution function. The second technique was the large-portfolio approximation motivated by the work of Vasicek (1987)[73] and others. The third was a simple simulation-based method that can also be used for small portfolios. We also highlighted the key role that default correlation plays in determining the range of likely losses that can be experienced in a portfolio.

There are several directions in which the basic model discussed in this chapter can be extended. For instance, portfolios with heterogeneous assets can be examined in a relatively straightforward manner with the help of simulation-based methods, a topic that we examine further in Chapter 20. Other extensions include allowing for defaults to take place at any time—rather than only at the maturity date of the contract—the treatment of accrued premiums, and the analysis of multi-period contracts—an issue that we address in Chapter 23.

Additional modeling approaches for examining portfolio credit risk fall along the lines of the more advanced versions of the single-default models that we studied in Part III of the book. For instance, they include both intensity- and ratings-based models. We briefly discuss examples of such models in Chapter 22.
We now start applying some of the techniques introduced in Chapter 19 to the valuation of basket default swaps, the mechanics of which we discussed in some detail in Chapter 9. We start by reviewing some of the basic ideas addressed in that chapter, which mostly centered on two-entity baskets, and then move on to the valuation of more realistic cases involving baskets with several reference entities.

20.1 Basic Features of Basket Swaps

As we saw in Chapter 9, a basket default swap is a credit derivative contract where the protection seller agrees to take on some of the credit risk in a basket (portfolio) of reference entities. For instance, in the first-to-default (FTD) basket the protection seller commits to making a payment to the protection buyer to cover the first default among the entities referenced by the basket. As with a standard credit default swap, the default-contingent payment made by the protection seller is typically equal to the face value of the defaulted asset minus its recovery value. In exchange for this kind of protection, the protection buyer makes periodic payments to the seller—the FTD premium—until the maturity date of the contract.

After payments associated with the first default in the FTD basket are settled, both parties are relieved of further obligations under the contract. Thus, assuming the protection buyer bought no additional default protection on the basket, any losses related to further defaults among the
remaining reference entities in the basket will be borne out entirely by the protection buyer. Similar to other credit derivative contracts, if no default takes place during the life of the contract, the protection seller keeps on collecting the FTD premium from the buyer until the expiration of the contract.

Second- and third-to-default baskets are similarly defined. We will take a quick look at the second-to-default basket towards the end of this chapter.

20.2 Reexamining the Two-Asset FTD Basket

Continuing with a brief review of Chapter 9, we reexamine the valuation principles surrounding the simplest basket swap, one that references only two debt issuers, but we now start to incorporate some of the results discussed in Chapter 19.

For a given time horizon, say one year, let $\omega_A$ and $\omega_X$ denote the risk-neutral default probabilities associated with XYZ Corp. and AZZ Bank, the two reference entities included in the basket. We further assume that the default correlation between the two entities is $\rho_{A,X}$, which, as we saw in Chapter 19—equation (19.5)—can be written as

$$\rho_{A,X} = \frac{\omega_{A\&X} - \omega_A\omega_X}{\sqrt{\omega_A(1-\omega_A)}\sqrt{\omega_X(1-\omega_X)}}$$

(20.1)

where $\omega_{A\&X}$ is the probability that both XYZ and AZZ will default within a specific horizon.

Let us consider a one-year FTD basket involving only one premium payment date, at the end of the contract. The probability that the protection seller will have to make a payment under the contract is simply equal to the probability $\omega_{A \text{ or } X}$ of at least one default in one year’s time. From Chapter 9, we know:

$$\omega_{A \text{ or } X} = \omega_A + \omega_X - \omega_{A\&X}$$

(20.2)

For simplicity, we shall assume that both reference entities have a zero recovery rate and that defaults, if any, will only take place in one-year’s time. We further assume that the total notional amount of the basket is $10 million, with each reference entity accounting for exactly half of the total. Thus, the expected value of the payment made by the protection seller, denoted below as $\tilde{E}[\text{protection payment}]$, is

$$\tilde{E}[\text{protection payment}] = \omega_{A \text{ or } X} \times \$5 \text{ million} + (1 - \omega_{A \text{ or } X}) \times 0$$

(20.3)

i.e., with probability $\omega_{A \text{ or } X}$ the protection seller will have to pay for one default—$5 million given our assumptions—and with probability $1 - \omega_{A \text{ or } X}$
there will be no default in the basket, in which case the protection seller will not have to make any payment.

Given that the contract typically has zero market value at its inception (no money changes hands at the inception of the basket swap), and, again, assuming a single premium payment date, at the end of the contract, it must be the case that the premium paid by the protection buyer is equal to the expected payment made by the protection seller.\(^1\) Thus, the value of the FTD premium payment is:

\[
S_{\text{basket}} = \omega_{A \text{ or } X} \times \$5 \text{ million} \tag{20.4}
\]

which is customarily quoted in terms of basis points (see Section 6.1). For instance, if \(\omega_{A \text{ or } X}\) is equal to .01—a 1 percent probability that either one of the reference entities will default in one-year’s time—then the premium for this one-year FTD basket would be 100 basis points, and the total premium paid by the protection buyer would be $50,000.

A few additional points are worth remembering about the two-asset FTD basket. First, as we have just seen, the key ingredient in the determination of the FTD premium is the probability that any one of the reference entities in the basket will default during the life of the contract. Second, that probability depends importantly on the default correlation of the two entities. Indeed, as we saw in Chapters 9 and 19 (Section 19.1.1), as we approach the polar cases of (i) perfect correlation, \(\rho_{A,X} = 1\), and (ii) no correlation, \(\rho_{A,X} = 0\), coupled with a sufficiently low value for the probability that both reference entities will default while the contract is in force, the FTD basket premium tends to the default probability of the weaker asset and to the sum of the default probabilities of each asset, respectively.\(^2\)

### 20.3 FTD Basket with Several Reference Entities

In practice, basket swaps are generally written on more than two reference entities. The basic results derived from the two-asset case do carry over to baskets with several entities, but the valuation exercise does become a bit more involved.

#### 20.3.1 A Simple Numerical Example

We start with a simple example that can be used to fix some important points regarding more realistic cases involving baskets with more than two

---

\(^1\)Unless otherwise indicated, throughout most of Part IV, we shall assume that future premiums are discounted at the same rate as expected future protection payments.

\(^2\)The reader is invited to verify this using the diagrams discussed in Section 19.1.
Reference entities. Table 20.1 shows all possible default outcomes for a one-year basket swap that references five entities, along with the risk-neutral probabilities, shown in column 2, associated with each outcome. There are six such possible outcomes, ranging from no defaults to defaults by all entities referenced by the basket. For instance, there is a 90 percent probability that none of the entities referenced by the basket will default during the life of the basket and a 6 percent probability that only one of the entities will default.

We now consider a reference portfolio with the characteristics featured in Table 20.1. The total face value of the portfolio is $50 million, and each of the reference entities accounts for an equal piece, $10 million, of the portfolio. We continue to assume a zero recovery rate for all the entities referenced by the basket.

The third column in Table 20.1 shows, for each possible default outcome, the payment made by a protection seller in a first-to-default basket swap written on the portfolio. Naturally, if there are no defaults, the FTD protection seller owes nothing to the protection buyer, but if at least one of the reference entities defaults, she is liable for the entire loss associated with that asset, $10 million in this example. Note that, provided there is at least one default, the total payment made by the FTD

---

### TABLE 20.1
Basic Valuation of Five-Asset Basket Swaps
(Total notional = $50 million; individual recovery rates = 0)

<table>
<thead>
<tr>
<th>Possible outcomes (No. of defaults)</th>
<th>Outcome probabilities (percent)</th>
<th>Payment by FTD protection seller ($ millions)</th>
<th>Payment by STD protection seller ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>6.0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3.0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

---

*a* Each reference entity represents an equal portion of the portfolio ($10 million).

*b* Values shown in columns 3 and 4 are the total payments made by FTD and STD protection sellers under each possible default outcome.
What would be the FTD premium for this five-asset FTD basket? Following the same logic outlined in the valuation of the two-asset basket, if, as customary, the contract has zero market value at its inception, then the FTD premium owed by the protection buyer to the protection seller should be equal to the (risk-neutral) expected value of the payment made by the protection seller. Armed with the probabilities shown in Table 20.1, this expected value is $1 million:

$$\text{FTD premium} = 0.9 \times 0 + 0.1 \times 10 \text{ million} = 1 \text{ million}$$

i.e., with probability 90 percent there is no default among the entities referenced by the basket, and the protection seller makes no payment under the contract; but with probability 10 percent there is at least one default, in which case the protection seller owes the buyer the $10 million loss associated with the first default. Thus the premium is $1 million for $10 million worth of protection, which amounts to 1,000 basis points.

The last column of Table 20.1 illustrates possible payments made by a protection seller in a second-to-default (STD) basket swap written on the portfolio. By definition, such a seller would owe nothing under the terms of the STD agreement if less than two defaults take place, but would be liable for $10 in the event of a second default, and nothing more for any additional defaults. Proceeding as with the FTD basket, one would find that the STD premium amounts to 400 basis points, considerably less than that of the FTD basket, given a much smaller probability of at least two defaults than that associated with one default.

### 20.3.2 A More Realistic Valuation Exercise

Table 20.1 was an illustration used to provide some intuition about the valuation of basket default swaps. In real-world situations, however, one will not be presented with the risk-neutral probabilities associated with every possible default outcome regarding the entities referenced in a basket swap. Indeed, arriving at a table such as Table 20.1 is perhaps the most crucial step in the basket swap valuation exercise. We outline below a simple method for estimating the needed default probabilities.

Consider a one-year FTD basket that references five entities, each with different, but unknown, default probabilities. As in the previous section, the total notional amount of the basket is $50 million, equally divided among the five reference entities, and all entities have a zero recovery rate. To avoid the need to model explicitly the joint probability density of default times, we follow the traditional BSM framework—see Chapter 17—and assume that defaults, if any, only occur at the maturity date of the contract,
TABLE 20.2
Reference Entities in a Hypothetical Five-Asset Basket Swap
(Total notional = $50 million; individual recovery rates = 0)

<table>
<thead>
<tr>
<th>Reference entity</th>
<th>CDS premium (basis points)</th>
<th>Notional amount ($ million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Entity #1</td>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>Entity #2</td>
<td>45</td>
<td>10</td>
</tr>
<tr>
<td>Entity #3</td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>Entity #4</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>Entity #5</td>
<td>100</td>
<td>10</td>
</tr>
</tbody>
</table>

We also assume that one-year CDS contracts written on each reference are negotiated in a liquid market, and Table 20.2 lists the corresponding premiums.

Given the information in Table 20.2, we are then asked to value a first-to-default basket swap written on this portfolio. To do so we shall rely on the one-factor credit risk model discussed in Chapter 19, with a slight modification to allow us to leave the homogeneous portfolio case that was examined in that chapter. Namely, for each of the five entities in the basket, we assume that their returns vary in response to a common factor, $\alpha$, and an entity-specific factor $\epsilon_i$, where the subscript $i = 1, \ldots, 5$ identifies each reference entity. Thus, as in equation (19.9):

$$R_{i,t} = \beta_i \alpha_t + \sqrt{1 - \beta_i^2} \epsilon_{i,t}$$

(20.5)

where $R_{i,t}$, $\alpha$, and $\epsilon_i$ have been standardized as discussed in Chapter 19, and $R_i$ is the return on owning reference entity $i$.

Recall that the model defines default as a situation where the return $R_i$ reaches or falls below a given threshold $C_i$:

$$\text{Default by entity } i \iff R_i \leq C_i$$

(20.6)

and thus the probability $\omega_i$ of default by entity $i$ by the maturity date of the contract is given by

$$\omega_i = \text{Prob}[R_i \leq C_i] = N(C_i)$$

(20.7)

---

4 Chapter 17 discussed the notion of the probability density of default time in a single-issuer context.
where \( N(.) \) is the cumulative density function of the standard normal distribution.

Given that our interest lies in risk-neutral probabilities, \( \omega_i \) can be obtained from the observed CDS premiums for each entity—see Chapters 6 and 16—and \( C_i \) can be computed by inverting (20.7), as discussed in Chapter 19. Lastly, to parameterize \( \beta_i \), one can regress stock returns for each of the entities on the common factor \( \alpha \), where \( \alpha \) could correspond, for instance, to standardized stock market returns.\(^5\) To keep things simple, we shall assume that \( \beta_i = .5 \) for all companies.

We now have all ingredients necessary to run the valuation exercise. Using the simulation-based method described in Chapter 19, we obtain the results presented in Table 20.3. Such results are analogous to the information presented in Table 20.1, except that we have now derived the probabilities associated with each default outcome on the basis of market data—CDS premiums and equity returns—and of an explicit portfolio credit risk model. Carrying on with the same calculations done for Table 20.1, we arrive at the result that the FTD basket premium for this portfolio is about 265 basis points, which is well in excess of the CDS premiums for any one of the reference entities included in the basket.

### Table 20.3
Valuation of a Five-Asset FTD Basket Swap\(^a\)
\((\beta = .5; \text{ total notional} = \$50\text{ million}; \text{ individual recovery rates} = 0)\)

<table>
<thead>
<tr>
<th>Possible outcomes (No. of defaults)</th>
<th>Outcome probabilities (percent)</th>
<th>Payment by FTD protection seller(^b) ($ millions)</th>
<th>Loss to unhedged investor ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>0</td>
<td>97.35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2.51</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.13</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>

\(^a\) The referenced portfolio is the one described in Table 20.2.

\(^b\) Values shown in column 3 are the total payments made by the FTD protection seller under each possible default outcome.

\(^5\) This regression-based approach is only a rough approximation, however, because the resulting correlations are computed based on estimates of actual probabilities, rather than risk-neutral probabilities.
As we discussed in Chapter 9, from the standpoint of investors (protection sellers), the FTD basket swap represents an opportunity to leverage one’s credit exposure: While the protection seller is exposed to the credit risk in debt instruments that total $50 million in terms of notional amount in the example just described, the actual potential loss is limited to $10 million, all while earning a premium that corresponds to a credit quality that is well inferior to that of each individual entity referenced in the portfolio.

To conclude this subsection, we compare the expected loss of the FTD protection seller to that of an unhedged investor who owns the entire portfolio.\(^6\) The total default-related losses experienced by such an investor under each possible default outcome are shown in the last column of Table 20.3. If we multiply each element of column 2 by its counterpart in column 4, and sum the resulting numbers across all possible default outcomes, we find that the unhedged investor faces an expected loss of about 0.56 percent of the entire portfolio, compared to an expected loss of 2.65 percent for the FTD protection seller—column 2 times column 3. Note, however, that the maximum loss of the unhedged investor is five times as much as that of the FTD protection seller. Moreover, for this particular portfolio, the expected (dollar) losses of the FTD protection seller—who is long only the first loss—and of the unhedged investor—who is long the entire portfolio—are $265,000 and $280,000, respectively.

### 20.4 The Second-to-Default Basket

Let us briefly revisit the second-to-default (STD) basket, which is a contract where default protection is bought and sold for the second default, and the second default only, among all the entities in a given portfolio. Column 2 in Table 20.3 has all that we need to value a STD basket written on the portfolio described in Table 20.2, once we note the fact that the potential losses of the STD protection seller are zero if the number of defaults falls below 2 and $10 million thereafter (see Table 20.1). The reader is then invited to verify that the STD premium for our hypothetical portfolio amounts to about 14 basis points. The fact that the STD premium is so low reflects the very small probabilities associated with more than one default in the overall portfolio.

---

\(^6\) By an unhedged investor, we mean one who is holding the portfolio, but who has not hedged his or her credit risk exposure via baskets, credit default swaps, or any other hedging vehicle.
20.5 Basket Valuation and Asset Correlation

In Chapter 9, and also in Section 20.2, we used the simple two-asset basket example to suggest that default correlation can have a significant effect on the valuation of basket swaps. We can now verify this result using the more realistic basket described in Section 20.3.2. To do this we propose the following exercise: compute the one-year FTD premiums for baskets referencing 11 portfolios. The portfolios are identical to the one described in Table 20.2, except for the degree of correlation, which we vary from zero to one. We continue to assume that the premium is paid annually.

Figure 20.1 summarizes the results, which are consistent with the main conclusions drawn from the two-asset case. In particular, the figure plots one-year FTD premiums for different values of $\beta$. It shows that when $\beta = 1$, the FTD premium is equal to the default probability of the reference entity with the lowest credit quality (highest default probability), which is 1 percent or 100 basis points in this case. As for the case of no correlation, $\beta = 0$, the FTD premium is essentially equal to the sum of the CDS premiums of each individual entity referenced in the basket, or 280 basis points. As the figure shows, for intermediate values of $\beta$ the FTD premium varies between these two polar cases, but the relationship between asset correlation and the FTD premium is very nonlinear.

![Figure 20.1. Asset Correlation and the FTD Premium](image)
One practical lesson from Figure 20.1 regards the importance of trying to obtain good estimates for the degree of asset correlation in the portfolio. A large error in the estimation of $\beta$ could result in a significant mispricing of the basket and, consequently, lead to a credit risk exposure that could differ substantially from the intended one. For instance, a FTD protection seller who overestimated the degree of asset correlation in the portfolio could end up charging a much lower premium than would be warranted by the risk profile of the portfolio.

### 20.6 Extensions and Alternative Approaches

We have mentioned already, at the end of Chapter 19, the several directions in which the simple model used here for the valuation of basket default swaps has been extended, as well as alternative modeling approaches for examining portfolio credit risk. For instance, the work of Li (2000)[55] is of particular interest in that he proposes a method that explicitly addresses issues related to the joint probability density of default times. He also illustrates an application of his method to the valuation of a basket swap.

For convenience, we have been limiting ourselves essentially to the analysis of contracts involving only one premium payment date and assets with zero recovery rates. We should note, however, that the methods described here can be extended to deal with multi-year contracts with several premium payment dates and with assets with nonzero recovery rates. Such extensions would be analogous to what we did in Part III when we went from examining zero-coupon bonds to coupon-paying bonds.
Valuing Portfolio Swaps and CDOs

As we discussed in Chapter 10, portfolio default swaps share many of the characteristics of basket default swaps. Some salient differences include the fact that they tend to reference a larger number of entities than do baskets and that default protection is bought and sold in terms of percentage losses in the portfolio, as opposed to with reference to the number of individual defaults. For instance, an investor might enter into a portfolio default swap where it agrees to cover the first ten percent in default-related losses in the portfolio. In exchange, the investor receives periodic payments from the protection buyer. Given these basic similarities, many methods used for the valuation of portfolio default swaps are variations of those used to value baskets.

Portfolio default swaps are important in their own right, but they are also of interest because they can be thought of as building blocks for the increasingly common synthetic CDO structure, which we discussed in Chapter 14. We conclude this chapter with a brief discussion of additional valuation issues that are relevant for the pricing of these structures.

21.1 A Simple Numerical Example

We start the discussion of valuation principles for portfolio default swaps with a simple numerical example. Similar to the analysis surrounding Table 20.1, when we examined basket swaps, the goal of this discussion is to provide some basic intuition into the valuation exercise.
TABLE 21.1
Valuation of Portfolio Default Swaps: A Simple Numerical Example
(Total notional = $400 million; individual recovery rates = 0)

<table>
<thead>
<tr>
<th>Possible outcomes (No. of defaults)</th>
<th>Outcome probabilities (percent)</th>
<th>Portfolio losses ($ millions)</th>
<th>Portfolio swap losses$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>0</td>
<td>52.73</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>23.28</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>11.21</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>5.80</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>3.03</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>1.80</td>
<td>100</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>0.92</td>
<td>120</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>0.56</td>
<td>140</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>0.29</td>
<td>160</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>0.19</td>
<td>180</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>200</td>
<td>40</td>
</tr>
<tr>
<td>11</td>
<td>0.05</td>
<td>220</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>0.03</td>
<td>240</td>
<td>40</td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
<td>260</td>
<td>40</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>280</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>300</td>
<td>40</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>320</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>340</td>
<td>40</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>360</td>
<td>40</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>380</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>400</td>
<td>40</td>
</tr>
</tbody>
</table>

$^a$Values shown in columns 4 and 5 are the total losses of FTD and STD protection sellers under each possible default outcome.

Consider a portfolio composed of bonds issued by 20 entities, all with a zero recovery rate. The first column of Table 21.1 lists all possible default outcomes associated with this portfolio over the next year, ranging from no defaults to all 20 reference entities in the portfolio defaulting together. The second column shows the corresponding risk-neutral probabilities associated with each of the 21 default outcomes. As in previous chapters in this part of the book, we continue to assume that defaults, if any,
only occur at the maturity date of the contract, which is assumed to be one year. For instance, the second row of column 2 tells us that there is a 23.3 percent probability of the reference portfolio experiencing one default at the maturity date of the swap.

We assume that each of the entities represented in the portfolio accounts for an equal portion of the total value of the portfolio. Thus, for a portfolio that corresponds to a total notional amount of $400 million, each default results in a loss of $20 million, or 5 percent of the total. Default-related losses for each possible default outcome are shown in column 3. As a result, as we did in Chapter 20, we can multiply columns 2 and 3 on an element-by-element basis and sum the resulting numbers across all possible default outcomes to arrive at the expected (risk-adjusted) loss in the overall portfolio over the life of the contract:

\[
\text{Expected loss} = \sum_{i=0}^{20} \omega_i l_i
\] (21.1)

which is roughly $20 million, or 5 percent of the portfolio’s face value. (In the above expression, \(\omega_i\) and \(l_i\) correspond to the \(i^{th}\) elements of the second and third columns of Table 21.1, respectively.)

Consider now a portfolio default swap written on the portfolio detailed in Table 21.1. The protection seller in this swap commits to absorb all default-related losses up to 10 percent of the notional amount of the contract, which corresponds to a maximum loss of $40 million. The possible outcomes facing such a protection seller, in terms of his losses under different default scenarios, are listed in column 4. Multiplying columns 2 and 4 and summing across all outcomes as in equation (21.1) leads to an expected loss for this investor in the order of $14.3 million, or 35.6 percent of the first-loss piece.

Assuming that the swap is fairly valued and that no money changes hands at its inception, and relying on arguments entirely analogous to the ones used in previous chapters, we then arrive at a premium of 35.63 percent, or 3,563 basis points, for this first-loss contract, i.e., the protection buyer promises to pay $14.3 million (3,563 bps \(\times\) $40 million) in exchange for the protection provided by the contract.

Column 5 lists, for every possible default outcome, the total payment made by a second-loss protection seller who committed to cover all default-related losses falling between 10 and 30 percent of the portfolio. Again, multiplication and addition of columns 2 and 5 show that, on a risk adjusted basis, such a protection seller can expect to make a payment of $5.2 million under the terms of this contract. Given a second-loss piece of $80 million—(30–10) percent \(\times\) $400 million—the corresponding protection premium is 647 basis points, or 6.47 percent.
21.2 Model-based Valuation Exercise

As with other multi-name credit derivatives, obtaining a loss distribution function for the underlying portfolio is perhaps the most important part of the valuation exercise. In the previous section we skipped this problem altogether as our goal was simply to build some intuition on the valuation process.

Consider, as an example, an equally weighted reference portfolio with 100 companies and corresponding to a total notional amount of $400 million. The portfolio is homogeneous with each of its constituent companies having a risk-neutral default probability of 10 percent over the life of the one-year portfolio default swaps that we will examine. For simplicity, we continue to assume a zero recovery rate. It turns out that we can value any default swap written on this portfolio by relying on essentially the same model- and simulation-based approach that we discussed in Chapter 19, much as we did in Chapter 20 in the valuation of basket default swaps. In particular, to model the credit risk in this portfolio, we assume that individual company returns and defaults behave as in equations (20.5) through (20.7). To examine the likelihood of different default scenarios associated with this portfolio, one could take the following steps:

- **Step 1**: Assign values to the key model parameters, $\beta$ and $C$. For instance, as we noted in Chapter 20, an estimated value for $\beta$ could be obtained by regressing standardized stock market returns for the companies included in the portfolio on the modeler’s choice for the common factor, such as standardized changes in a marketwide stock index, and $C$ can be obtained by inverting equation (20.7);

- **Step 2**: Based on the standard normal distribution, draw a large number of random values for the common factor $\alpha$ and for each of the company-specific factors $\epsilon_i$, $i = 1, \ldots, 100$;

- **Step 3**: For each reference entity $i$, use equation (20.5) to compute its return, $R_i$, for each value of $\alpha$ and $\epsilon_i$ and record whether or not that value of $R_i$ constituted a default by entity $i$, as specified by equation (20.6);

- **Step 4**: Once individual defaults have been counted and recorded for all reference entities under all values of $\alpha$ and $\epsilon_i$, the probabilities associated with different default outcomes can be computed by taking the ratio of the number of occurrences of that outcome over the total number of random draws in Step 1.²

²Each outcome corresponds to a given number of defaults in the portfolio, as in Table 21.1, and each random draw corresponds to a value for the vector $[\alpha, \epsilon_1, \epsilon_2, \ldots, \epsilon_{100}]$. 
Once the above steps are followed, one has essentially obtained the loss distribution function associated with the portfolio, which is shown in Figure 21.1 for $\beta = .5$. Given the loss distribution function, which effectively corresponds to columns 1 and 2 in Table 21.1, the rest of the valuation exercise proceeds in exactly the same fashion as in the numerical example illustrated in that table.

Take, for instance, the valuation of two one-year portfolio default swaps written on the portfolio underlying the loss distribution function shown in Figure 21.1. The first swap is a first-loss contract covering losses of up to 20 percent of the portfolio, and the second is a second-loss contract covering losses between 20 and 50 percent. We will discuss the valuation results by examining the maximum and expected default-related losses of three investors, one who is long the entire portfolio without having bought any default protection, one who has sold protection via the first-loss contract, and another who has sold protection via the second-loss contract. We shall call each of these the unhedged investor, the first-loss investor, and the second-loss investor, respectively.

Table 21.2 displays key statistics for each investor. Column 2—rows 1 through 3—shows the corresponding maximum losses, which are $400 million for the unhedged investor, $80 million—20 percent of $400 million—for the first-loss investor, and $120 million—$(50 - 20 = 30)$ percent of $400 million—for the second-loss investor. Thus, similar to basket swaps, portfolio swaps give investors an opportunity to lever up their
TABLE 21.2
Valuation of Portfolio Default Swaps
$ (β = .5; total notional = $400 million; individual recovery rates = 0)

<table>
<thead>
<tr>
<th>Investor type</th>
<th>Maximum loss ($)</th>
<th>Expected loss ($)</th>
<th>Expected loss (percent$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>1. unhedged investor</td>
<td>400</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>2. first-loss investor</td>
<td>80</td>
<td>34</td>
<td>43</td>
</tr>
<tr>
<td>3. second-loss investor</td>
<td>120</td>
<td>5</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Memo:
- Prob[portfolio loss ≥ 20%] = 14.7 percent
- Prob[portfolio loss ≥ 50%] = 0.6 percent

$ aResults based on 500,000 simulations of the credit risk model.
$ bPercentage losses for first- and second-loss investors are reported relative to their maximum losses—see column 2.

credit exposure. For instance, while the first-loss investor is exposed to all reference entities in this $400 million portfolio, he or she is liable only for the first $80 million of default-related losses, all while enjoying, as we shall see below, a substantial premium. Of course this “substantial premium” is there for a reason. For instance, as the memo lines in Table 21.2 show, there is a 14.7 percent chance that the first-loss investor will lose the entire first-loss piece, whereas the probabilities of complete losses for the second-loss and unhedged investors are, respectively, 0.6 percent and virtually zero.

To compute the fair value of the premiums owed to the first- and second-loss investors in Table 21.2, we use the loss distribution function associated with the reference portfolio—Figure 21.1—and carry out the same calculations described for Table 21.1. The results are shown in columns 3 and 4. For instance, the expected losses of the first-loss and unhedged investors are relatively close, at $34.4 million and $40 million, respectively. However, relative to their maximum losses, expected percentage losses are much higher for the first-loss investor (about 43 percent) than for the unhedged investor (10 percent).

Thus assuming that no money changed hands at the inception of the first-loss contract and that market forces acted to rule out any arbitrage opportunities, the first-loss investor receives a premium from the protection buyer in that contract that amounts to 43 percent of the first-loss piece, or 4,300 basis points. Likewise, the fair value of the premium for the second-loss portfolio default swap is about 440 basis points as the
21.3 The Effects of Asset Correlation

As with the default basket, the degree of correlation among the entities included in the reference portfolio is an important determinant of the portfolio swap premium. We illustrate this point in Figure 21.2, which shows the premiums for three one-year portfolio default swaps written on the portfolio described in Section 21.2 for values of $\beta$ varying from 0 to 1. The first two contracts—labeled first- and second-loss—are the ones examined in Section 21.2. The third one—labeled third-loss—is essentially a contract that would absorb any residual losses after the protection provided by both the first- and second-loss contracts is exhausted. One can think of a protection-selling position in the third contract as equivalent to the residual risk exposure of an investor who owns the entire portfolio, but who has bought protection through the first two contracts.

Recall, as noted in Chapter 19, that we are assuming that all parties to the contract discount expected future payments at the same rate and that the premium is paid at the maturity date of the contract.
Figure 21.2 shows that as the degree of correlation in the portfolio increases, the premium owed to first-loss investors decreases. Although this may seem counterintuitive at first, a closer look at the nature of the contract proves otherwise. As the degree of correlation in the portfolio increases—see Figure 21.3—so does the probability of large losses. This happens because higher correlation increases the chances that several reference entities default together. Thus greater correlation increases the risk that second- and third-loss investors will be called upon to cover default-related losses, i.e., that they will have to pay up for losses beyond those covered by the first-loss investors. Thus, the second- and third-loss investors need to be compensated with larger premiums as more of the total risk in the portfolio is being borne by them as $\beta$ increases. Indeed, for very high correlation, even the premium owed to second-loss investors starts declining in this example as a substantial portion of the total risk in the portfolio is now also shared with the third-loss investors. (The premium that would be owed to a third-loss investor is shown as the dash-dotted line in Figure 21.2.)

One final note: When $\beta = 1$, the portfolio essentially behaves like a single asset because either all reference entities survive or all default together. In this extreme case, Figure 21.2 shows that all investors earn the same premium, 1,000 basis points, which corresponds to the 10 percent default probability of the individual entities included in the portfolio.\(^4\)

\(^4\) As noted in Chapter 10, with nonzero recovery rates, the equality of premiums across different classes of investors when $\beta = 1$ generally does not hold. The positive
21.4 The Large-Portfolio Approximation

In Chapter 19 we discussed the large-portfolio approximation method for computing loss distribution functions for a given portfolio. In particular, see equation (19.33), we found that the following expression approximates the probability that default-related losses in a large homogeneous portfolio will not exceed $\theta$ percent over a given time period:

$$\text{Prob}[L \leq \theta] = N\left(-\frac{C - N^{-1}(\theta)\sqrt{1-\beta^2}}{\beta}\right)$$  \hspace{1cm} (21.2)

where $L$ is the percentage default-related loss in the portfolio; $N(.)$ is the standard normal cumulative distribution function; $N^{-1}(\cdot)$ is its inverse; and $C$ and $\beta$ have their usual definitions.

We can then use (21.2) to compute an approximate value for the probability that the first-loss investor described in Section 21.2 will lose the entire first-loss piece as a result of defaults in the underlying portfolio. That probability is approximately

$$1 - N\left(-\frac{C - N^{-1}(\cdot,2)\sqrt{1-\beta^2}}{\beta}\right)$$

or 13.5 percent, which is close to the 14.7 percent probability reported in Table 21.2. The analogous figures for the second-loss contract are 0.5 percent and 0.6 percent, respectively.

One can also compute approximate expressions for the premiums for the first- and second-loss portfolio swaps described in Section 21.2, but these calculations involve some mathematical manipulations that go beyond the scope of this book. Interested readers will find the following formula in O’Kane and Schlogl (2001)[64] for the premium owed under an arbitrary portfolio swap written on a large homogeneous portfolio:

$$\frac{N_2\left(-N^{-1}(L_{lb}), C, -\sqrt{1-\beta^2}\right) - N_2\left(-N^{-1}(L_{ub}), C, -\sqrt{1-\beta^2}\right)}{L_{ub} - L_{lb}}$$  \hspace{1cm} (21.3)

where $N_2(.)$ is the bivariate normal cumulative distribution function, and $L_{lb}$ and $L_{ub}$ are, respectively, the lower and upper bounds of the range of losses covered by the contract. For instance, for the first-loss contract featured in Section 21.2, $L_{lb} = 0$ and $L_{ub} = .2$, whereas, for the second-loss contract, $L_{lb} = .2$ and $L_{ub} = .5$.

recovery value of the assets in the reference portfolio provides an additional cushion to higher-order investors, potentially reducing their expected losses.
Using the above formula, we obtain (approximate) premiums of 4,356 and 417 basis points for the first- and second-loss portfolio swaps, respectively, which are indeed close to the results reported in Table 21.2.\(^5\)

### 21.5 Valuing CDOs: Some Basic Insights

The basic framework laid out in this chapter for the valuation of portfolio default swaps easily translates into the foundation for a simple method for valuing the tranches of CDOs (synthetic or cash flow). Indeed, as we shall see in Chapter 22, some of the methods used in practice in the valuation of CDO structures can be cast as extensions of this simple framework.

For the sake of illustration, let us take a closer look at the synthetic CDO structure. From our discussion in Chapter 14 we know that we can think of a synthetic CDO approximately as a structure made up of one or more portfolio default swaps combined, in the case of a funded synthetic CDO, with an outright position in highly rated assets (the SPV collateral).

It is relatively straightforward to see that equity investors in a CDO structure have a position that is akin to that of first-loss investors in a portfolio default swap (or of second-loss investors if the institution that originated the CDO retained the first-loss piece). Likewise, mezzanine and senior tranche investors are long positions that are analogous to that of second- and third-loss investors in portfolio swaps.

Indeed, Figure 21.2 would be very informative for someone considering a CDO where equity tranche investors absorb the first 20 percent in default-related losses, mezzanine tranche investors absorb losses between 20 and 50 percent, and senior investors absorb any remaining losses. Essentially, one can reinterpret Figure 21.2 as showing the expected default-related losses for each class of investors in this CDO under varying degrees of asset correlation, assuming that the individual one-year default probability of the underlying entities is 10 percent.\(^6\)

### 21.5.1 Special Considerations for CDO Valuation

Crucial as they are, default correlation and the credit quality of the underlying reference entities are not the only factors determining the valuation of CDO structures. For instance, an important difference between CDOs and

---

\(^5\) Not surprisingly, the large-portfolio approximation works better for larger portfolios. For instance for a 500-asset portfolio, the second-loss premium based on the simulation method is 420 basis points.

\(^6\) A reading of, say, 2,500 basis points in Figure 21.2 can be thought of as a (risk-neutral) expected loss of 25 percent of the notional amount represented by each CDO tranche.
portfolio default swaps is that the former typically incorporate so-called “coverage tests” provisions, but the latter do not. These tests are part of the legal structure of CDOs and are intended to protect investors in more senior tranches against a deterioration in the credit quality of the pool of collateral assets. In particular, a CDO structure may specify that its senior tranches will be provided a certain cushion such that the ratio of the structure’s total par value to that of that tranche’s will not fall below a certain “overcollateralization” level.

Should defaults occur among the assets in the collateral pool and bring overcollateralization ratios for senior tranches below the prescribed minimum (“trigger”) levels, the CDO is said to have failed its overcollateralization tests. As a result, the CDO structure may require the diversion of principal and interest cash flows from lower tranches to pay down enough of the principal of more senior tranches to bring the structure back into compliance with its overcollateralization requirements. In the context of this book, it suffices to say that coverage tests bring an additional level of complexity to the valuation of CDOs, one that was not captured by the portfolio default swap valuation exercise discussed in this chapter.

Some CDO structures call for the diversion of cash flows away from lower tranches even in the absence of default, if, for instance, the credit quality of the underlying assets is deemed to have deteriorated significantly. In contrast, if no defaults have occurred, a deterioration in the credit quality of the reference portfolio has no cash-flow implications for protection sellers in portfolio default swaps.

We mentioned other salient differences between CDOs and portfolio default swaps in Chapter 14. These include the credit quality of the SPV collateral in a synthetic CDO, reinvestment and “manager” risk associated with structures that include ramp-ups, removals, and replenishments, as well as other aspects of the CDO’s legal structure. Along with coverage tests, these factors should not be ignored in real-world attempts to value CDO structures.

21.6 Concluding Remarks

The techniques described in this chapter are intended to serve as introductory illustrations of some of the key factors that influence the valuation of multi-name credit derivatives. Before using these or any other methods to value portfolio products in the real world, the reader should consider several key questions:

- Is the model a good description of return and default dynamics of the underlying reference entities?
• Should I allow for more than one common factor to determine the extent of correlation among the reference entities?

• To which extent can I rely solely on market prices, such as CDS premiums, as a proxy for the risk-neutral default probabilities that are fed to the model?

Other issues such as non-normal shocks, uncertain recovery rates, and time-varying correlations (e.g., greater default correlation during economic downturns), which were not addressed by the simple modeling framework described in this chapter, should also be taken into account and serve as a reality check to would-be portfolio credit risk modelers. Still, imperfect as the basic modeling framework described in this chapter may be, it constitutes the basis for understanding more complex models that are used in commercial applications. For instance, as we shall see in Chapter 22, the CreditMetrics model, developed by the RiskMetrics Group, is essentially a more elaborate version of the modeling framework discussed here and in Chapters 19 and 20.\footnote{CreditMetrics is a trademark of J.P. Morgan.}

Lastly, as we noted elsewhere in this part of the book, our basic model represents only one of several approaches to assessing the extent of default-related losses in a portfolio of credit-related instruments. For instance, a well-known alternative method for valuing CDOs is the intensity-based model of Duffie and Garleanu (2001).\footnote{CreditMetrics is a trademark of J.P. Morgan.}
As the credit markets have grown in both size and sophistication so have the technical skills required to assess the risk-reward characteristics of an ever-expanding array of new products and structures, such as multi-name credit derivatives. Rather than developing in-house the analytical tools and databases required to fully understand and examine these new products, many investors have turned to outside experts for technical assistance. Indeed, several firms have come to be known as leading providers of analytical services regarding portfolio credit risk. In this chapter we briefly discuss some of the better-known models developed and marketed by these firms and compare them to the basic credit risk model discussed in Chapters 19 through 21.

We shall focus on four commercially available modeling approaches to the analysis of portfolio credit risk: Moody’s Investors Service’s Binomial Expansion Technique (BET), J.P. Morgan/RiskMetrics Group’s CreditMetrics model, Moody’s KMV’s KMV model, and Credit Suisse Financial Products’ CreditRisk+ model. Given the number of approaches just mentioned, however, as well as the length and scope of this introductory book, our discussion of each modeling framework will be brief and, for the most part, non-technical. Basic sources for each approach are cited throughout the chapter. In addition, Crouhy, Galai, and Mark (2000)[17] provide a

---

1 CreditMetrics is a trademark of J.P. Morgan; KMV is a trademark of Moody’s KMV Corp.; CreditRisk+ is a trademark of Credit Suisse Financial Products.
comprehensive comparison involving most of the models summarized in this chapter.

22.1 CreditMetrics

Of the modeling approaches discussed in this chapter, this is the one that is most closely related to the basic model described in Chapter 19 and used in Chapters 20 and 21 for the valuation of basket and portfolio swaps. Indeed, one can think of our basic model, described by equations (19.7) through (19.9), as a simplified version of the CreditMetrics model. The CreditMetrics approach is described in detail by Gupton et al. (1997)[37].

Similar to the basic portfolio credit risk model, the CreditMetrics model is a Merton-style model that specifies defaults as situations where a variable $R_i$, which is assumed to measure the creditworthiness of a given entity $i$, falls below some threshold $C_i$. Another similarity regards the evolution of $R_i$, which CreditMetrics also assumes to be a function of both common (marketwide) and idiosyncratic random factors, where the former are the main determinants of the extent of default correlation in the portfolio.

An important feature of CreditMetrics that was not captured by the basic model discussed in Chapters 19–21 is that it is also designed to examine the likelihood of “ratings transitions,” or the probability, for instance, that an A-rated corporate borrower will be downgraded to, say, a BBB rating over a given time horizon. Thus, whereas the basic model only allowed for a reference entity to be in one of two states—solvency and default—CreditMetrics allows for as many states as the number of credit ratings under consideration. The way ratings transitions are modeled in CreditMetrics is similar to the manner in which we described the passage from solvency into default in the basic model. In particular, continuing with the same example just mentioned, the probability of firm $i$ being downgraded from A to BBB is modeled as the probability that $R_i$ falls below the threshold $C_{i, BBB}$. More generally, one can write

$$
\text{Prob}[\text{downgrade to J-rating}] = \text{Prob}[R_i \leq C_{i,J}] \quad (22.1)
$$

where, as always, the probability is defined with respect to a given time horizon.

22.2 The KMV Framework

We described the basic features of Moody’s KMV’s single-default model in Part III in our introduction to structural models of credit risk. Moody’s
KMV also offers a related tool for analyzing portfolio credit risk, called Portfolio Manager. The main output of Portfolio Manager is the loss distribution of the portfolio under consideration, from which, as we saw in Chapters 20 and 21, one can value a wide array of multi-name credit derivatives.

Portfolio Manager is similar to CreditMetrics in that it incorporates a model where default correlations are captured through the dependence of individual entities’ returns on common factors. In addition, as in the CreditMetrics model, individual returns depend on a firm-specific factor, and defaults and credit migrations are characterized as situations where individual returns fall below certain prescribed thresholds. The basic Moody’s KMV framework is described by Crosbie (2002)[16].

Differences between the CreditMetrics and Moody’s KMV approaches include the fact that the latter uses an empirical distribution for returns based on proprietary data, as opposed to the normal distribution used in the CreditMetrics framework. Another difference regards the fact that the RiskMetrics Group makes the details of its model specification publicly available, where Moody’s KMV does not.

22.3 CreditRisk+

Unlike the full versions of the CreditMetrics and Moody’s KMV models, and similar to the basic model used in this book, the CreditRisk+ model allows for firms to be in only one of two states, solvency or default. Thus CreditRisk+ is essentially a model of default risk that is not designed, for instance, to mark portfolios to market when one or more of their components are downgraded.

The incorporation of default correlation into the CreditRisk+ framework is, in some aspects, analogous to the approach adopted by CreditMetrics and Moody’s KMV. In particular, individual default probabilities are assumed to be functions of several “risk factors” that are common across different assets in the portfolio.

A key difference between CreditRisk+ and the models discussed in Sections 22.1 and 22.2 regards technical assumptions regarding the random nature of defaults. Rather than relying either on the normal or empirical distributions for modeling the evolution of risk factors, CreditRisk+ assumes the factors to be independently distributed according to the gamma distribution, which, subject to some approximations, allows the model to produce analytical results for unconditional probabilities of various losses in the portfolio. In contrast, the reader may recall that the derivation of the loss distribution function of a given portfolio generally involved either Monte Carlo simulations or, for large portfolios, approximation methods.
Methodologically, CreditRisk$^+$ also differs from CreditMetrics and Moody’s KMV in that, while these two latter models are structural models that follow the spirit of the BSM framework discussed in Chapter 17, CreditRisk$^+$ is closer to the reduced-form approach, also discussed in that chapter. In particular, CreditRisk$^+$ is based on actuarial methods that have long been used in the insurance industry to analyze event risk. Similar to intensity-based models, CreditRisk$^+$ does not explicitly link the likelihood of default to the fundamentals of the firm. Instead, defaults occur exogenously according to the probabilities implied by the model.

Credit Suisse Financial Products (1997)[67] describes the CreditRisk$^+$ model in further detail. The model is also summarized by Gordy (2000)[35], who compares and contrasts it to the CreditMetrics approach.

22.4 Moody’s Binomial Expansion Technique

In Chapter 19 we showed that, conditioned on the common factor $\alpha$, individual defaults were uncorrelated in the basic credit risk model, and the (conditional) loss distribution function of the homogeneous portfolio was given by the binomial probability distribution—see equations (19.20) and (19.21). As we saw then, one attractive feature of the conditional loss distribution function implied by the basic model was that its computation involved no Monte Carlo simulations, which can be computer-intensive, and no approximation methods, such as the large-portfolio method. Moody’s binomial expansion technique is designed to take advantage of this convenient feature of portfolios with zero default correlation.

For a given credit portfolio with $J$ potentially correlated assets, Moody’s BET essentially aims at arriving at an otherwise equivalent homogeneous equally weighted portfolio with $D$ uncorrelated assets, where $D$ is dictated by the “diversity score” of the original portfolio. We say that this idealized portfolio is otherwise equivalent to the actual portfolio we are interested in because it shares many of the fundamental characteristics of the original portfolio. For instance, the individual default probability of each constituent of the idealized portfolio is set to the average default probability of the assets included in the original portfolio. The diversity score of the original portfolio is a measure conceived by Moody’s to capture the degree of industry diversification represented in the portfolio. For instance, a portfolio with a high degree of concentration in a given industry would be one with a low diversity score, resulting in an idealized portfolio with a number of assets, $D$, that could fall well short of the actual number of assets in the original portfolio. Intuitively, the smaller number of assets in the idealized portfolio controls for the fact that the large number of assets in the original portfolio tends to overstate the portfolio’s true degree of diversification when two or more of its constituents have a tendency to default together.
Once the idealized portfolio is constructed, and the main characteristics of the actual portfolio are mapped into it, one can derive its loss distribution function in a way that is entirely analogous to the derivation of the conditional loss distribution function in Chapter 19. In particular, the probability of, say, \( k \) defaults in the idealized portfolio can be derived from the binomial distribution as in

\[
\text{Prob}[k \text{ defaults}] = \frac{D!}{k!(D-k)!} \omega^k (1 - \omega)^{D-k}
\]

(22.2)

where \( \omega \) is the probability of default of each reference entity represented in the idealized portfolio.

Armed with equation (22.2), as well as Moody’s estimates of the diversity score and of individual default probabilities in the portfolio, it is then relatively straightforward to value, for instance the tranches of a CDO. Indeed, the BET method is an important component of Moody’s rating methodology for rating both traditional and synthetic CDOs—see, for instance, Cifuentes and O’Connor (1996)[12] and Yoshizawa (2003)[75]. Other components include qualitative adjustments made to take other features of individual CDOs into account, such as the legal aspects of the structure.

Moody’s has found the BET approach to work well for relatively homogeneous portfolios, but less so for portfolios where individual assets’ default probabilities are markedly different. For such situations, Moody’s has developed a modified approach, dubbed the double binomial expansion method, whereby the portfolio is divided with different portions that are mutually uncorrelated, but where each portion has a different individual default probability—see Cifuentes and Wilcox (1998)[13]. A further variation on the method, called the multiple binomial method, is employed for portfolios with further heterogeneity in individual default probabilities (Yoshizawa, 2003)[75].

22.5 Concluding Remarks

There is obviously much more to the credit risk models discussed in this chapter than has been covered in this brief overview. In addition, there are a number of other well-regarded commercially available models that we did not address here. Our choice of models, as well as the coverage provided for each model discussed in this chapter, was driven by a main guiding principle, which was to provide some insight into how the key concepts and methods described in Chapters 15 through 21 have actually been incorporated into credit risk analytical services that are bought and sold in the marketplace.
In the context of the credit derivatives market, counterparty credit risk refers mainly to the chance that a protection seller will fail to make good on its promise to make previously agreed-upon payments in the event of qualified defaults by reference entities.\footnote{Strictly speaking, the protection seller is also subject to the risk that the buyer will fail to make the agreed-upon protection premium payments. The seller's potential exposure, however, is essentially limited to the marked-to-market value of the contract, which, as we saw in Chapter 16, is a function of the difference between the premium written into the contract and the one prevailing in the market place at the time of default by the protection buyer. Thus the contract could well have negative market value to the seller, which would be the case if the credit quality of the reference entity had deteriorated since the inception of the contract. Under such circumstances, the seller would in principle experience a windfall upon default by the buyer, although, before defaulting, the buyer would likely have a strong incentive to seek to monetize the positive market value of the contract.} We have thus far mostly sidestepped the issue of counterparty credit risk when discussing the valuation of credit derivative contracts. We have done so in part because existing arrangements among market participants—such as collateralization agreements and netting—help mitigate such a risk, but also for analytical convenience—factoring counterparty credit risk into the valuation exercise often adds a layer of complexity to the analysis that, for the most part, goes beyond the scope of this book. We say “for the most part” because we can in fact use a variant of the simple model discussed in Chapters 19 through 21 to capture some of the key insights regarding the role of counterparty credit risk in the valuation of credit derivatives.
Our focus will be on the ubiquitous single-name credit default swap, which we discussed in some detail in Chapter 6. We shall assume that the CDS contracts examined in this chapter are uncollateralized agreements that are not subject to netting and that do not include any other credit enhancement mechanism. Towards the end of the chapter we outline ways to extend the model for the analysis of more complex contracts, such as baskets and portfolio default swaps.

23.1 The Single-Name CDS as a “Two-Asset Portfolio”

One might wonder why include a discussion of counterparty credit risk—especially one that focuses on single-name credit default swaps—in this part of the book, which, after all, deals with portfolio credit risk. The answer lies in the following simple insight: In the presence of counterparty credit risk, and from the perspective of the protection buyer, one can think of a single-name CDS as being akin to a portfolio involving risk exposures to two entities: the one referenced in the CDS and the protection seller. Indeed, the protection buyer has a default-contingent exposure to the protection seller, in that it will have to rely on the seller to cover any losses resulting from a default by the reference entity. Thus, the protection buyer effectively also has some residual exposure to the reference entity because, if the protection seller does not make good on its commitment, the buyer will have to bear any losses associated with a default by the reference entity.

We have to be careful not to take the portfolio analogy too far, however. In contrast to a traditional portfolio setting, the protection buyer only really bears a loss upon default by the reference entity if that entity happens to default at around the same time as the protection seller. (Or if the reference entity defaults after a default by the seller, and the original contract was not replaced.) Still, the basic insight that an uncollateralized single-name CDS shares some of the basic characteristics of a two-asset portfolio has some insightful implications for the analysis of counterparty credit risk. Indeed, as we shall see below, we can examine the effects of counterparty credit risk on the valuation of CDS contracts by relying on a modified version of the portfolio credit risk model that we discussed in Chapters 19 through 21.

23.2 The Basic Model

To admit explicitly the possibility that the protection seller can default on its obligations under the CDS contract, we assume that the seller is a
risky entity whose standardized returns $R_{p,t}$ follow the same basic model introduced in Chapter 19:

$$R_{p,t} = \beta_p \alpha_t + \sqrt{1 - \beta_p^2} \epsilon_{p,t}$$  (23.1)

where, as indicated in that chapter, $\alpha_t$ is a common factor (systematic risk) driving the returns on the protection seller; $\epsilon_{p,t}$ represents a risk factor that is specific to the protection seller (idiosyncratic risk); and $\beta_p$ denotes the degree of correlation between $R_{p,t}$ and the common factor $\alpha_t$.

We assume that any protection payment owed by the protection seller will be made only on one of the premium payment dates of the CDS. In addition, we define a default by the protection seller as the first instance when its return $R_p$ is equal to or below its default barrier $C_p$ on any of those dates.  

Given equation (23.1), and assuming that $\alpha$ and $\epsilon_p$ have zero mean and unit variance and are mutually independent and normally distributed, we saw in Chapter 19 that, conditional on all information available at time $t$, and given survival through that time, the risk-neutral probability that $R_{p,T}$ will be at or below $C_{p,T}$ at some future date $T$ is

$$H_p(t, T) \equiv \text{Prob}_t[R_{p,T} \leq C_{p,T}] = N(C_{p,T})$$  (23.2)

where $N(.)$ is the standard normal cumulative distribution function. More generally, $H_p(t, T_j)$ is the time-$t$ probability that $R_{p,T_j}$ will be at or below $C_{p,T_j}$ at time $T_j$.

The evolution of returns associated with the entity referenced in the CDS is modeled in an entirely analogous way. If we let $R_{r,t}$ denote the standardized return on the reference entity, and make the same assumptions made for the protection seller, we have:

$$R_{r,t} = \beta_r \alpha_t + \sqrt{1 - \beta_r^2} \epsilon_{r,t}$$  (23.3)

$$H_r(t, T) \equiv \text{Prob}[R_{r,T} \leq C_{r,T}] = N(C_{r,T})$$  (23.4)

Equations (23.1) through (23.4) constitute our basic framework for analyzing the effects of counterparty credit risk in credit default swaps. As we will see later in this chapter, these equations capture two important determinants of counterparty credit risk effects: the credit quality of the protection seller ($H_p$) and the degree of default correlation between the seller.

---

2 In contrast to Chapters 19 through 22, where we limited ourselves to one-year contracts, we are now dealing with multi-period contracts. That is why we are characterizing the time of default as the first premium payment date in which $R_p$ touches the default barrier from above.
and the reference entity, which is mainly determined by their respective values of $\beta$.

We should note that, although it may not be clear from the simplified notation used thus far, the basic model is flexible enough to allow for time-varying, even stochastic, probabilities of default. Such features could be incorporated, for instance, by modeling the evolution of the default thresholds accordingly.

### 23.3 A CDS with No Counterparty Credit Risk

If collateralization and other credit enhancement mechanisms embedded in the contract are such that the protection seller poses no risk to the protection buyer, we can proceed as if $H_p(t,T) = 0$ for all $T$, and we can thus ignore equations (23.1) and (23.2) when valuing the CDS. In essence, this is what we did in Part III of this book. We shall take the case of no counterparty credit risk as a benchmark against which to compare valuations derived from our counterparty credit risk model, but first we recast some of the main results derived in Part III in terms of the modeling framework described in the previous section.

Let us consider a $J$-year CDS written on the firm described by equations (23.3) and (23.4). We assume that the CDS has a notional amount of $\$1$, is entered into at time $t$, and involves the annual payment of premiums, at dates $T_1, T_2, \ldots, T_J$, i.e.,

$$\delta_j \equiv T_j - T_{j-1} = 1 \text{ year}$$

for all $j$. For notational convenience we set $T_0 = t$. As we saw in Chapter 16, valuing such a swap involves, first, finding the expected present values (PV) of its protection and premium legs and, second, determining the value of the premium $S_{r,J}$ such that the CDS has zero market value at its inception. We follow the spirit of Merton’s (1974)[59] model and assume that a default by the reference entity, if any, only occurs at specific times. In the context of this chapter, those times are the premium payment dates of the CDS.

As we saw in Chapter 16, the expected (risk-adjusted) present value of the premium leg for this CDS can be written as

$$\text{PV[premiums]}_t = \sum_{j=1}^{J} Z(t,T_j)Q_r(t,T_j)S_{r,J}$$

(23.5)

where $Q_r(t,T_j)$ is the risk-neutral probability, conditional on all information available at time $t$ and given no default by that time, that the reference
entity will survive through time $T_j$, and $Z(t, T_j)$ is the time-$t$ price of a risk-
less zero-coupon bond that matures at time $T_j$. $Z(t, T_j)$ is the time-$t$ value of a dollar that will be received/paid at time $T_j$.\(^3\)

The relationship between $Q_r$ and $H_r$ at time $T_1$ is straightforward:

$$Q_r(t, T_1) = 1 - H_r(t, T_1) = 1 - N(C_{r,T_1}) \quad (23.6)$$

and, generalizing for $j > 1$,

$$Q_r(t, T_j) = \prod_{i=1}^{j} [1 - N(C_{r,T_i})] \quad (23.7)$$

where the last equation follows from the fact that $R_{r,T_j}$ is serially uncorrelated, i.e.,\(^4,^5\)

$$Q_r(t, T_j) \equiv \text{Prob}_t[R_{r,T_1} > C_{r,T_1} \text{ and } R_{r,T_2} > C_{r,T_2} \text{ and } \ldots \text{ and } R_{r,T_j} > C_{r,T_j}]$$

$$= \text{Prob}_t[R_{r,T_1} > C_{r,T_1}] \ \text{Prob}_t[R_{r,T_2} > C_{r,T_2}] \ \ldots \ \text{Prob}_t[R_{r,T_j} > C_{r,T_j}]$$

$$= \prod_{i=1}^{j} \text{Prob}_t[R_{r,T_i} > C_{r,T_i}]$$

In Chapter 16 we also showed that the expected risk-adjusted present value of the protection leg can be written as

$$\text{PV}[\text{protection}]_t = \sum_{j=1}^{J} Z(t, T_j) [Q_r(t, T_{j-1}) - Q_r(t, T_j)](1 - X_r) \quad (23.8)$$

where $X_r$ is the recovery rate associated with the reference entity ($0 \leq X_r < 1$).

---

\(^3\) Equation (23.5) implicitly assumes that no accrued premium is due to the protection seller upon a default by the reference entity. This simplifying assumption, and a simple approach to relax it, was discussed in Chapter 16.

\(^4\) As we saw in Chapter 19, serial uncorrelation of $R_r$, which is normally distributed with zero mean and unit variance, means that $R_{r,T}$ and $R_{r,T-s}$ are uncorrelated random variables for all nonzero values of $s$. Thus, for instance,

$$\text{Prob}_t[R_{r,T} > C \text{ and } R_{r,T-s} > C] = \text{Prob}_t[R_{r,T} > C] \ \text{Prob}_t[R_{r,T-s} > C]$$

\(^5\) The notation $\prod_{i=1}^{j} G(i)$, for any function $G(i)$ of $i$, denotes the product operator:

$$\prod_{i=1}^{j} G(i) \equiv G(1)G(2)\ldots G(j)$$
Given equations (23.5) and (23.8), the fair value of the CDS premium when there is no counterparty credit risk is

\[
S_{r,J|H_p=0} = \frac{\sum_{j=1}^{J} Z(t, T_j)[Q_r(t, T_{j-1}) - Q_r(t, T_j)](1 - X_r)}{\sum_{j=1}^{J} Z(t, T_j)Q_r(t, T_j)}
\] (23.9)

and, thus, the model-implied CDS premium in the absence of counterparty credit is

\[
S_{r,J|H_p=0} = \frac{\sum_{j=1}^{J} Z(t, T_j)\prod_{i=1}^{j-1}[1 - N(C_{r,T_i})]N(C_{r,T_j})(1 - X_r)}{\sum_{j=1}^{J} Z(t, T_j)\prod_{i=1}^{j}[1 - N(C_{r,T_i})]}
\] (23.10)

23.4 A CDS with Counterparty Credit Risk

A first step in understanding how the model presented in Section 23.2 can be used to value a CDS that involves counterparty credit risk is to lay out the possible default outcomes regarding the contract and then to compute the risk-neutral probabilities associated with each outcome, just as we did with baskets and portfolio default swaps in Chapters 20 and 21. As noted earlier, we shall approach this problem from the perspective of the protection buyer in a CDS.

The protection buyer will pay the premium due on the dates \(T_j\) specified in the contract, \(j = 1, \ldots, J\), for as long as both the protection seller and the reference entity remain solvent on those dates. Let \(Q_{rp}(t, T_j)\) denote the probability of such an event at time \(T_j\), conditional on all available information at time \(t\) and given survival by both entities through that time. If we also assume that the protection seller is entitled to no accrued premium upon its own default, we can write the expected present value of the premium leg of a CDS that is subject to counterparty credit risk as:

\[
PV[\text{prem}][t] = \sum_{j=1}^{J} Z(t, T_j)Q_{rp}(t, T_j)S_{r,J}
\] (23.11)

which is entirely analogous to equation (23.5), except that we have replaced the survival probability of the reference entity with the probability that both the reference entity and the protection seller will survive through different dates in the future. The intuition is quite clear. If either the protection seller or the reference entity defaults at \(T_j\), the protection buyer has no reason to continue to make premium payments. In the former case (seller’s default), the default protection provided by the contract becomes worthless; in the latter case (reference entity’s default) the contract is triggered and it is the seller that owes a payment to the buyer.
As for the protection leg of the swap, the buyer will receive the protection payment at a given time \( T_j \) only if two events occur at that time: the reference entity defaults and the protection seller is solvent. Let \( H(t, T_j) \) denote the probability that these events take place at \( T_j \), conditional on all information available at time \( t \) and on survival by both entities through \( t \). Then, similar to equation (23.8), the expected present value of the protection leg is:

\[
\text{PV[protection]}_t = \sum_{j=1}^{J} Z(t, T_j)H(t, T_j)(1 - X_r) \tag{23.12}
\]

where, for simplicity, we assume a zero recovery rate associated with the protection seller.\(^6\)

Given equations (23.11) and (23.12), the fair value of the credit default swap premium in the presence of counterparty credit risk is:

\[
S_{r,J|H_p>0} = \frac{\sum_{j=1}^{J} Z(t, T_j)H(t, T_j)(1 - X_r)}{\sum_{j=1}^{J} Z(t, T_j)Q_{rp}(t, T_j)} \tag{23.13}
\]

Equation (23.13) is a model-independent expression for the premium for a CDS that is subject to counterparty credit risk. To obtain expressions for the probabilities \( H(t, T_j) \) and \( Q_{rp}(t, T_j) \), we need to go back to the credit risk model. We discuss below two methods for doing so. The first is based on deriving explicit solutions for these probabilities in terms of parameters of the model—\( C_{p,T_j}, C_{r,T_j}, \beta_p, \) and \( \beta_r \). The second is based on Monte Carlo simulation methods and is similar in spirit to the approach emphasized in Chapters 20 and 21.

### 23.4.1 Analytical Derivation of Joint Probabilities of Default

Unlike the case of no counterparty credit risk, where the probabilities included in the formula for the CDS premium depended only on the

\(^6\)Extending the framework to allow for a nonzero recovery rate for the protection seller would be relatively straightforward. We would add terms involving \( X_p(1 - X_r) \)—where \( 0 \leq X_p < 1 \) is the recovery rate of the protection seller—and the risk-neutral conditional probabilities, \( G(t, T_j) \), associated with a default by both entities at time \( T_j \), as in

\[
\text{PV[protection leg]}_t = \sum_{j=1}^{J} Z(t, T_j)H(t, T_j)(1 - X_r) + \sum_{j=1}^{J} Z(t, T_j)G(t, T_j)X_p(1 - X_r)
\]

To keep things simpler, however, and because this extension is relatively trivial, we choose to set \( X_p \) to zero and leave the nonzero \( X_p \) case as an exercise for the reader.
distribution of future returns for the reference entity, we now need to use equations (23.1) through (23.4) to compute joint probabilities of various default and survival scenarios involving the reference entity and the protection seller. As we saw in Chapter 19, the derivation of these joint probabilities can quickly become very messy for a portfolio with several assets, even for the simplest case of a homogeneous portfolio. But computing joint default and survival probabilities for the “two-asset portfolio” implicit in a CDS with counterparty credit risk can be a significantly simpler exercise.

Consider, for instance, the derivation of \( Q_{rp}(t, T_1) \) and \( H(t, T_1) \). Figure 23.1 shows a diagrammatic representation of the probabilities attached to possible default and survival outcomes involving the reference entity and the protection seller at \( T_1 \). In particular, the area labeled \( H_r(t, T_1) \) represents the conditional risk-neutral probability that the reference entity will default at time \( T_1 \), and the one labeled \( H_p(t, T_1) \) is analogously defined for the protection seller. The region of overlap between the two areas, labeled \( H_{rp}(t, T_1) \) in the figure, is the probability that both the reference entity and the protection seller will default at time \( T_1 \).

Relying on the same arguments laid out in the beginning of Chapter 19, the probability that both the protection seller and the reference entity will survive through time \( T_1 \) is

\[
Q_{rp}(t, T_1) = 1 - [H_r(t, T_1) + H_p(t, T_1) - H_{rp}(t, T_1)]
\]

We first discussed the use of such diagrams in Chapter 19.

We continue to assume that these probabilities are conditional on all information available at time \( t \), given survival by both entities through \( t \).
which is simply one minus the probability that at least one of the two entities—the protection seller and the reference entity—will default by time $T_1$.

Given the definition of default events—equations (23.2) and (23.4)—$H_{rp}(t, T_1)$ can also be characterized as the probability that both $R_{p,T_1}$ and $R_{r,T_1}$ will fall below their respective default thresholds. Because both $R_{p,T_1}$ and $R_{p,T_1}$ are normally distributed and, as we saw in Chapter 19, have a coefficient of correlation equal to $\beta_p \beta_r$, this probability is given by

$$H_{rp}(t, T_1) = N_2(C_{r,T_1}, C_{p,T_1}, \beta_p \beta_r)$$ (23.15)

where $N_2()$ is the cumulative distribution function of the bivariate normal distribution.\(^9\)

Thus, in terms of the model parameters, the probability that both the reference entity and the protection seller will not default at time $T_1$ is:\(^10\)

$$Q_{rp}(t, T_1) = 1 - \left[N(C_{r,T_1}) + N(C_{p,T_1}) - N_2(C_{r,T_1}, C_{p,T_1}, \beta_p \beta_r)\right]$$ (23.16)

Going back to Figure 23.1, it is relatively straightforward to see that the probability that the reference entity will default at time $T_1$ and that the protection seller will remain solvent is

$$H(t, T_1) = H_r(t, T_1) - H_{rp}(t, T_1) = N(C_{r,T_1}) - N_2(C_{r,T_1}, C_{p,T_1}, \beta_p \beta_r)$$ (23.17)

The derivation of expressions for $Q_{rp}(t, T_j)$ and $H(t, T_j)$ for $j \geq 2$ requires only a bit more work than the computations just described for $Q_{rp}(t, T_1)$ and $H(t, T_1)$. Take, for instance, the computation of $Q_{rp}(t, T_2)$. If we let PS and RE denote the protection seller and reference entity, respectively, and define $R_{T_j} \equiv [R_{r,T_j}, R_{p,T_j}]$ and $C_{T_j} \equiv [C_{r,T_j}, C_{p,T_j}]$ we can write

$$Q_{rp}(t, T_2) \equiv \text{Prob}_t[\text{PS and RE survive through } T_2]$$

$$= \text{Prob}_t[R_{T_1} > C_{T_1} \text{ and } R_{T_2} > C_{T_2}]$$

$$= \text{Prob}_t[R_{T_1} > C_{T_1}] \text{ Prob}_t[R_{T_2} > C_{T_2}]$$

---

\(^9\) Appendix B provides a brief overview of the bivariate normal distribution.

\(^{10}\) Those familiar with the bivariate normal distribution have probably noticed that the right-hand side of (23.16) is equivalent to $N_2(-C_{r,T_1}, -C_{p,T_1}, \beta_p \beta_r)$. 
where, as in the case of no counterparty credit risk, the last equality follows from the fact that returns are serially uncorrelated. Thus, given

\[
\Pr[t \{R_{Ti} > C_{Ti}\} = \Pr[t \{R_{r, Ti} > C_{r, Ti} \text{ and } R_{p, Ti} > C_{p, Ti}\}]
\]

it is straightforward to see that we can write:

\[
Q_{rp}(t, T_2) = \prod_{i=1}^{2} \{1 - [H_r(t, T_i) + H_p(t, T_i) - H_{rp}(t, T_i)]\}
\]

As for the derivation of a model-implied expression for \(H(t, T_2)\), we once again recall its definition:

\[
H(t, T_2) \equiv \Pr[t \{\text{RE defaults at } T_2 \text{ and PS survives through } T_2\}]
\]
\[
= \Pr[t \{(\text{RE def. and PS surv. at } T_2) \text{ and } (\text{PS and RE surv. through } T_1)\}]
\]

Serial uncorrelation of returns implies that the two events in parenthesis above are independent. Thus we can write:

\[
H(t, T_2) = \Pr[t \{\text{RE def. and PS surv. at } T_2\}]
\]
\[
\times \Pr[t \{\text{PS and RE surv. through } T_1\}]
\]

The expressions for the two probabilities on the right-hand side of the above equation are entirely analogous to the ones derived for \(T_1\). Thus, \(H(t, T_2)\) is

\[
Q_{rp}(t, T_2) = \prod_{i=1}^{2} \{1 - [N(C_{r, Ti}) + N(C_{p, Ti}) - N_2(C_{r, Ti}, C_{p, Ti}, \beta_r, \beta_p)]\}
\]

Generalizing for \(T_j, j \geq 2\), and expressing all probabilities in terms of the parameters of the model, we obtain:

\[
Q_{rp}(t, T_j) = \prod_{i=1}^{j} \{1 - [N(C_{r, T_i}) + N(C_{p, T_i}) - N_2(C_{r, T_i}, C_{p, T_i}, \beta_r, \beta_p)]\}
\]

\[
H(t, T_j) = [N(C_{r, T_j}) - N_2(C_{r, T_j}, C_{p, T_j}, \beta_r, \beta_p)]Q_{rp}(t, T_{j-1})
\]
which we can substitute into equation (23.13) to write an explicit formula for the CDS premium in the presence of counterparty credit risk.

### 23.4.2 Simulation-based Approach

Rather than using the model to derive explicit formulae for the probabilities in equation (23.13), one may choose to rely on a Monte Carlo simulation approach similar to the one described in Chapter 19 and used in Chapters 20 and 21. In the context of the \( J \)-year CDS studied thus far, each simulation of the model involves relying on equations (23.1) through (23.4) to generate \( J \) values for the vector \( R_T^j \equiv [R_p^j, R_r^j] \), for \( j = 1 \) to \( J \). For each generated pair of returns, we record whether any of the two basic default outcomes of interest—survival by both entities and default by the reference entity while the protection seller survives—took place.

Thus, for \( j = 1 \) to \( J \), we define

- \( q(j) \equiv \text{total number of simulations where both the reference entity and the protection seller survive through time } T_j \)
- \( h(j) \equiv \text{total number of simulations where the reference entity defaults at time } T_j \text{ and the protection seller survives through } T_j \).\(^{12}\)

After running a sufficiently large number of simulations, we can compute approximate values of \( Q_{rp}(t, T_j) \) as

\[
Q_{rp}(t, T_j) \approx \frac{q(i)}{M} \tag{23.23}
\]

Likewise, we can approximate \( H(t, T_j) \) as

\[
H(t, T_j) \approx \frac{h(j)}{M} \tag{23.24}
\]

where \( M \) is the total number of simulations of the model. Thus, the method involves generating \( M \) values of \( R_r \) and \( R_p \) for each of the \( J \) premium payment dates of the CDS.

To improve the accuracy of the results, it is common practice to perform these computations a large number of times and then report the average of the results obtained. For instance, we may run \( M = 500,000 \) simulations of the model 200 times and compute the average of the 200 results obtained.

\(^{12}\) Recall that the time of default is defined as the first time that the asset return reaches or falls below the default barrier on a premium payment date.
23.4.3 An Example

We examine the effects of counterparty credit risk on the valuation of a five-year CDS written on a reference entity with a 5 percent risk-neutral probability of default over the next year and a flat credit curve. We assume that the swap involves no credit enhancement mechanisms such as collateralization and netting, that $\beta_r = \beta_p = \beta$, and that the premium is paid annually.

Figure 23.2 shows premiums for the CDS just described under various assumptions regarding the credit quality of the protection seller and for different values of $\beta$. Accordingly, $\beta$ varies from zero to .99, and $H_p(t, T_j)$ ranges from zero to 4 percent. These results are based on the analytical results derived in Section 23.4.1 and were confirmed by Monte Carlo simulations.\(^\text{13}\) Before we proceed, we should note that this exercise involves several simplifying assumptions, such as a zero recovery rate for the protection seller and no accrued premiums or interest in the event of default by the reference entity. In more realistic settings, these factors should not be ignored.\(^\text{14}\)

Each curve in the figure corresponds to a given value of $\beta$. For instance, the solid line shows values of the CDS premium when $\beta = 0$, which corresponds to the case of no default correlation between the protection seller and the reference entity. The values along the horizontal axis correspond to risk-neutral default probabilities of potential protection sellers in this contract.

Consistent with one's intuition, Figure 23.2 shows that, for a given degree of default correlation between the reference entity and the protection seller, the fair value of the CDS premium declines as the credit quality of the protection seller deteriorates. Nonetheless, such an effect is barely noticeable for very low levels of default correlation. This occurs as the protection and premium legs of the CDS are about equally affected by counterparty credit risk when the coefficient of default correlation between the protection seller and the reference entity is low. Take the case of a protection seller that has a risk-neutral default probability of 4 percent, which is only marginally below the risk-neutral default probability of the reference entity. With $\beta = .2$—a coefficient of default correlation of about 1 percent—the fair value of the CDS premium that such a seller would be able to charge is only about 3 basis points lower than that charged in a contract that involves no counterparty credit risk.

\(^\text{13}\) We assume a flat credit curve for the protection seller.
\(^\text{14}\) For instance, a nonzero recovery rate associated with the protection seller would lead to a smaller effect of counterparty credit risk on CDS premiums than the one suggested by this example.
Figure 23.2 also illustrates the effect of default correlation on the CDS premium. As one would expect, higher correlation (higher $\beta$) increases the likelihood that the seller and the reference entity will default together and, thus, makes the CDS less valuable to the protection buyer, resulting in a lower premium. For instance, with $\beta = .6$, which amounts to a default correlation of approximately 12 percent, the drop-off in premiums as the credit quality of the protection seller declines is much steeper than in comparable cases with lower default correlation. Under this scenario, the same protection seller described in the previous paragraph—one with a risk-neutral default probability of 4 percent—would have to offer roughly a 40 basis point concession on the five-year premium relative to the premium charged in a comparable contract with no counterparty credit risk.

Taken together, the results in Figure 23.2 suggest that, although counterparty credit risk can have a significant effect on the extent of default protection effectively provided by a CDS, protection buyers can substantially mitigate their exposure to sellers by being mindful of the potential degree of default correlation between the seller and the reference entity. That mitigation would be over and above that conferred by relatively common contractual arrangements such as collateralization and netting, and
by the fact that protection sellers tend to have a high credit quality to begin with.

23.5 Other Models and Approaches

In keeping with the introductory nature of this book, we have focused on a very simple approach to analyzing the effects of counterparty credit risk in credit derivatives contracts. Nonetheless, our basic framework captures many of the key elements and insights of other approaches developed in the credit risk literature. For instance, a model that is closely related to the one described in this chapter is the one developed by Hull and White (2001)[42].

Similar to our basic model, the Hull-White specification follows the structural approach to modeling credit risk and assumes that there is a variable $X_j(t)$ that describes the creditworthiness of entity $j$ at time $t$ and that the entity defaults at $t$ if $X_j(t)$ falls below a certain level $K_j(t)$. Hull and White also used their model to examine the valuation of credit default swaps that are subject to counterparty credit risk. Their model allows for defaults to occur at any time, not just at the premium payment dates specified in the CDS, and also allows for accrued premiums and interest rate payments to be factored into the valuation exercise. These features are not difficult to incorporate into the model discussed in Sections 23.1 through 23.4. For instance, accrued premiums can be introduced as noted in Chapter 16.

Many other methods and approaches for modeling the effects of counterparty credit risk exist and have varying degrees of complexity and effectiveness. For instance, a well-known framework rooted on the intensity-based approach was proposed by Jarrow and Yu (2001)[47]. Additional methods are discussed by Arvanitis and Gregory (2001)[2].

One issue that was not explicitly addressed by our basic model is the replacement value of a credit derivative contract in the event of default by the protection seller while the reference entity is still solvent. By replacement cost we mean the cost, to the protection buyer, of replacing a contract where the protection seller has defaulted with another one written on the same reference entity and with the same remaining maturity.

If the credit quality of the reference entity has not changed since the inception of the original contract, then the replacement cost is zero. Thus, for instances of low asset default correlation between the protection seller and the reference entity, the replacement cost should generally be very small. For high (positive) correlation, however, the replacement cost of the contract may be non-trivial, in that the credit quality of the reference entity is more likely to have deteriorated than improved when that of the protection seller has worsened to the point of leading it to default on its
obligations. For negative default correlation between the protection seller and the reference entity, the replacement cost could actually turn out to be negative, in which case the protection buyer could experience a windfall upon a default by the seller.

23.6 Counterparty Credit Risk in Multi-name Structures

We have thus far focused on approaches for assessing the effects of counterparty credit risk on the pricing of single-name credit default swaps. It turns out that the basic framework described in Sections 23.1 through 23.4 can be extended for the analysis of more complex structures. For instance, in the case of the first-to-default basket, we can expand the set of possible default outcomes—shown in Table 20.1 for a five-asset example that involves no counterparty credit risk—to allow for scenarios where the protection seller defaults during the life of the basket. By carefully keeping track of all possible outcomes and their respective risk-neutral probabilities implied by the model, one can rely on Monte Carlo simulation methods similar to the one described in Section 23.4.2. A similar logic applies to the valuation of portfolio default swaps, which we discussed in Chapter 21.

23.7 Concluding Thoughts

As we mentioned in the beginning of Part IV, the portfolio credit risk literature has been growing rapidly and is technically demanding. Indeed, we have barely scratched its surface in this introductory book. We do hope, however, that we have managed to provide a broad overview of some of the main issues that are germane to the valuation of multi-name credit derivatives and of counterparty credit risk. More important, we hope we have been able to provide a base from which one can expand one’s knowledge of the subject and grow into this important segment of the credit derivatives market.
Part V

A Brief Overview of Documentation and Regulatory Issues
This chapter provides an overview of legal and documentation issues involving credit default swaps (CDS), the most prevalent of all credit derivatives.\(^1\) Similar to other over-the-counter derivatives instruments, credit default swaps are typically initiated with a phone call in which the basic terms of the transaction are agreed upon by the two prospective counterparties.\(^2\) That initial oral agreement is then followed up by a confirmation letter, which, together with any supporting documentation referenced in the letter, spells out the rights and obligations of each counterparty, as well as the procedures for fulfilling them.

From a legal standpoint, the confirmation letter and related documents are the core of any CDS transaction and jointly constitute what we shall refer here as a CDS contract. In this chapter, we take a closer look at the main features and provisions of CDS contracts and the role that they have played in the rapid growth of the credit derivatives market. We also look at how developments in the marketplace have helped shape the contracts.

In keeping with the scope of this book, we limit ourselves to providing a broad, and thus necessarily incomplete, overview of documentation

\(^1\) Many other credit derivatives instruments are negotiated on the basis of a similar documentation framework.

\(^2\) In recent years, it has become increasingly common for transactions to be initiated “on-line” via various electronic platforms.
issues regarding CDS transactions. Needless to say, this chapter does not constitute legal advice regarding CDS, or any other credit derivatives contracts.

24.1 Standardization of CDS Documentation

As we mentioned in Chapter 2, CDS contracts are largely standardized, with the marketplace mostly relying on documentation sponsored by the International Swaps and Derivatives Association (ISDA), a trade group whose members include major dealers and end-users of over-the-counter derivatives products ranging from interest rate swaps to credit derivatives. We say “largely” because there are some contractual variations across national borders. Indeed, while the ISDA documentation for credit derivatives is preeminent worldwide, it coexists, in a few countries, with alternative, locally drawn, documentation frameworks.

To appreciate the role that the so-called ISDA contracts for CDS have played in the development of the credit derivatives market, it is useful to imagine the counterfactual. Suppose that, to this date, market participants still had to contend with different forms of CDS contracts, both within and across jurisdictions, depending on the counterparty, each with its own stipulations and definitions of key terms of the agreement. To reduce the inherent “legal risk” that would prevail in a world with a multitude of contract types, participants, and their lawyers, would have to devote valuable time and resources to scrutinizing each agreement, often negotiating its terms on a case-by-case basis. Such a situation would hardly be conducive to the impressive growth in liquidity and size that the credit derivatives market has experienced in recent years.

The fact is that, starting in the early days of the credit derivatives market, participants came to realize the need for a common set of contractual provisions and practices, following the example of other successful over-the-counter derivatives markets, most notably that for interest rate swaps. In essence, that is how the ISDA framework has become the most prevalent standard for documenting CDS transactions both at the national and international levels. Thus, our discussion of legal and documentation issues involving CDS transactions is centered entirely on the ISDA legal framework.

Broadly speaking, the ISDA framework for credit default swap contracts revolves around the following main components:

- The Master Agreement is a contract between the two prospective counterparties that often preexists the CDS transaction in which they are about to enter. The master agreement governs those aspects of the legal relationship between the two counterparties that are not specific
to the CDS transaction at hand. For instance, the agreement may specify that the laws of the state of New York should be the applicable law to any contracts entered into by the two counterparties. The master agreement may also specify that netting provisions should be applicable to any over-the-counter derivatives contract entered by the two counterparties and covered by the master agreement. Procedures relating to default by one of the counterparties in any of the types of contracts covered by the master agreement are generally also dealt with in this document. Highlighting the general nature of the master agreement, it is not uncommon for the same agreement to cover several types of over-the-counter contracts, not just credit derivatives.

- The **Confirmation Letter** is the document that follows up on the initial (generally oral) agreement between two prospective counterparties to enter into a specific CDS. As its name indicates, this document confirms the “economic” terms of the swap such as the identity of the reference entity, the notional amount of the contract, and the protection premium. In the early days of the credit derivatives market, the confirmation letter was a relatively lengthy document that described the terms of the contract in great detail. That so-called long-form of the CDS confirmation letter has effectively been replaced by its short-form, which is basically a template that allows the counterparties to “fill in the blanks” with the appropriate information and “check” the boxes that apply for the transaction at hand. For instance, the parties might have to agree on which types of default events are covered by the contract. The use of the short-form of the confirmation letter became widespread as the degree of standardization of acceptable provisions and definitions became significant enough that those terms and provisions could be listed in a separate document, called the ISDA Credit Derivatives Definitions.

- The **ISDA Credit Derivatives Definitions**, as just noted, is a list that defines key terms referred to in the confirmation letter. Examples include definitions of the credit events allowable in the confirmation letter, as well as additional detail on deliverable obligations and settlement procedures.

- **Supplements** are separate documents issued by ISDA that amend, update, or clarify terms in the Definitions.

- **Credit Support Documentation** involves agreements that call for the collateralization of net exposures between the counterparties in

---

3 See Chapter 2 for a brief discussion of netting provisions.
order to mitigate counterparty credit risk considerations. Not all CDS contracts include credit support documentation, but contracts that do are becoming increasingly common, especially when a lower-rated counterparty is involved.

The legal framework sponsored by ISDA is primarily intended to promote standardization of legal provisions and market practices, but it does recognize that some of the legal stipulations of the transaction may need to be tailored to the needs of the counterparties. For instance, the master agreement has two parts, the so-called “printed form” and the “schedule.” While the former contains key standard provisions of the master agreement, the latter allows any two counterparties to agree to make certain choices specified in the printed form and/or to amend any provisions.

We could go on at length in a discussion of master agreements and other legal issues involving credit derivatives, but that would go beyond the intent of this book. Those interested in learning more about the ISDA documentation framework may want to visit ISDA’s website, www.isda.org.

24.1.1 Essential Terms of a CDS Transaction

In addition to the names of the two parties in the contract—the buyer and seller of default protection—essential terms that need to be specified front and center in the confirmation letter include, obviously, the identity of the reference entity, the types of obligations of that entity that are covered by the contract, the specific events that will trigger a payment by the protection seller, and the procedures for settling the contract in the event of default by the reference entity. As basic and self-evident as some of these terms may seem, they need to be carefully defined in the text of the agreement. Any ambiguity regarding these key terms can result in significant legal and financial headaches down the road.

24.1.1.1 The Reference Entity

With regard to the reference entity, if all that the contract did were to name it, one might reasonably ask whether a default by a fully owned subsidiary of that entity is enough to trigger payments by protection sellers, or whether following the merger or demerger of the reference entity, the successor entity or entities become the new reference entity in the CDS. These questions, and other related issues, have been addressed in the Definitions and in various Supplements over the years. For instance, a default by a subsidiary generally does not trigger a contract written on the parent company, provided that company itself has not defaulted. Only contracts referencing the subsidiary are triggered. On the second question, the documentation determines that if an entity assumes 75 percent or more of the
bonds and loans of the original reference entity, then the assuming entity becomes the new reference entity.\footnote{If no single entity assumes 75 percent of the bonds and loans of the original reference entity, then the notional amount of the CDS contract is split pro rata among all entities assuming at least 25 percent of the bonds and loans of the original entity.}

24.1.1.2 Reference and Deliverable Obligations

The reference obligation is a debt instrument issued by the reference entity that is designated in the CDS contract. The characteristics of the reference obligation are important for several reasons. First, it dictates the level of the reference entity’s capital structure at which default protection is being bought and sold. Typically, the reference obligation is a senior unsecured debt instrument of the reference entity, although some contracts are written with reference to subordinated debt. Second, in the case of physically settled CDSs, the reference obligation is always a deliverable obligation (see Section 24.2.2), but a deliverable obligation need not be a reference obligation. For instance, most contracts in the United States accept obligations that have the same rank in the reference entity’s capital structure as the reference obligation, generally subject to certain restrictions such as the currency in which the instrument is denominated and, in the case of bank loans, the ability to transfer the obligations to someone else.

The confirmation letter generally also specifies the range of obligations in which a default must occur in order for a credit event to take place. Most contracts simply specify the catch-all category “borrowed money,” although, as we shall see below, there are some safeguards to prevent the contract from being triggered prematurely, for instance, because of certain events involving small dollar amounts or short delays in repayment.

24.1.1.3 Settlement Method

As we saw in Chapter 6, upon default by the reference entity, a CDS can be either physically or cash settled. The choice of settlement method is specified in the confirmation letter, which, as noted above, also determines the types of debt securities that can be delivered in the case of physically settled contracts.

Cash-settled CDS contracts are more common in Europe than in the United States, where physical settlement is the method of choice. We discuss settlement procedures in greater detail in Section 24.2.

24.1.1.4 Credit Events

One of the most important definitions in a credit default swap contract is that of “default.” Which event, or events, must take place for the protection
payment to be triggered? There are several “credit events” that constitute default in the ISDA documentation framework for credit derivatives and each are detailed in the Credit Derivatives Definitions. The following is a brief description of each event:

- **Bankruptcy** constitutes a situation where the reference entity becomes insolvent or unable to repay its debts. This credit event does not apply to CDS written on sovereign reference entities.

- **Obligation Acceleration** occurs when an obligation has become due and payable earlier than it would have otherwise been.

- **Failure to Pay** means essentially what it says. It occurs when the reference entities fails to make due payments.

- **Repudiation/Moratorium** is deemed to have occurred when the reference entity rejects or challenges the validity of its obligations.

- **Restructuring** is a change in the terms of a debt obligation that is adverse to creditors, such as a lengthening of the maturity of debt. We discuss restructuring in greater detail later in this chapter.

Not all of the above events apply to all contracts. The parties to the contract can agree to exclude certain events. For instance, the market consensus has moved towards excluding obligation acceleration as a credit event in newly entered CDS contracts in the US. In addition, as we shall see in Section 24.3, there is a certain degree of bifurcation in the marketplace, where some contracts allow for restructuring to be included in the list of credit events, whereas others do not.

### 24.1.2 Other Important Details of a CDS Transaction

Other important terms and provisions included in the confirmation letter and accompanying documentation include:

- The maturity of the contract, also referred to as the “scheduled termination date” of the contract.

- The notional amount of the contract, called the “fixed rate payer calculation amount” in the language of the confirmation letter.

- the CDS premium, which the contract calls the “price” or “fixed rate,” normally expressed in terms of basis points per annum.\(^5\)

---

\(^5\) The protection payment and the protection seller are often referred to as the floating-rate payment and floating-rate payer, respectively, borrowing on language commonly used in the interest rate swap market. One interpretation of the use of this terminology
• The day-count conventions that should be applied, for instance, to the calculation of accrued premiums in the event of default by the reference entity while the contract is in force.

• The frequency with which CDS premium payments are made—payments are typically made on a quarterly basis on dates specified in the confirmation letter.

24.1.3 A Few Words of Caution

The standardization of CDS documentation has worked to reduce, but not eliminate, the legal risks associated with CDS transactions. Nonetheless, standardized documents are no guarantee of universal agreement as to the interpretation of those documents. Indeed, the effort to improve on the existing documentation framework is an ongoing one, especially as unanticipated market developments have come to expose deficiencies and limitations of earlier contracts, an issue that we discuss in Section 24.3.

Moreover, given that the CDS market is, as discussed in Chapter 2, still a relatively young marketplace, there is potentially much to be learned regarding how CDS documentation will be interpreted by the parties involved and by the courts. For instance some market observers have expressed concerns about the eventual enforceability of the language in ISDA contracts in national courts, especially in cases involving non-OECD parties.

24.2 When a Credit Event Takes Place...

The contract specifies in detail all the procedures that must be followed in the event of default by the reference entity while the CDS is in place. But before the settlement phase of the contract goes fully into gear, the ISDA documentation provides for some safeguards to ensure that a bona fide credit event has indeed taken place.

24.2.1 Credit Event Notification and Verification

A credit event is not a credit event until it meets certain minimum payment and default requirements under the terms of the CDS contract. For instance, a qualifying failure-to-pay event must take into account any applicable grace periods and must involve a minimum dollar threshold—e.g., a

is that, unlike the protection buyer who knows exactly when and how much to pay for as long as the contract is in force and the reference entity is solvent, uncertainty about the recovery rate means the seller does not know in advance the timing or size of the protection payment, if any, that it will have to make to the buyer.
loss of at least $1 million. Repudiation, moratorium, and restructuring events also are subject to minimum dollar thresholds. In addition to meeting the minimum payment and default requirements, a credit event has to be verifiable through at least two sources of public information, such as Bloomberg, Reuters, or similar services. The event notification and verification process is generally formalized via the delivery of the Credit Event Notice and the Notice of Public Information by the party triggering the contract.\(^6\)

These pre-settlement requirements are designed to protect the interests of both sellers and buyers of protection. From the seller’s perspective, a premature triggering of the contract involving an otherwise solvent reference entity may mean that the seller will end up making a payment in a situation where no bona fide credit event ever takes place during the life of the CDS. From the buyer’s perspective, the seller may end up receiving a small protection payment now while foregoing valuable protection down the road when a bona fide event takes place.

\[\text{24.2.2 Settling the Contract}\]

Once the occurrence of a credit event is verified, usually via acceptance of the Credit Event Notice and Notice of Publicly Available Information, the contract goes into its settlement phase.

For cash-settled contracts, upon default by the reference entity the protection buyer is entitled to receive from the seller the difference between the par and market values of the reference obligation. The latter tends to be a bond issued by the reference entity as bond prices are typically easier to determine in the marketplace than those of loans. The market value of the reference obligation is commonly determined by a dealer poll typically conducted a few days after the credit event. The contract generally allows the settlement price to be determined on the basis of a similar obligation of the reference entity if the original reference obligation is no longer available, which could be the case if, for instance, it was prepaid by the reference entity.

For physically settled contracts, the protection buyer has the right to decide which of the eligible obligations of the reference entity will be delivered to the seller. Once that decision is made, the buyer delivers a Notice of Intended Physical Settlement to the seller and then commits to delivering the designated obligations. The physical settlement period is capped at 30 business days. If delivery is not successful during that period because,

\(^6\) Commonly, the Credit Event Notice and the Notice of Publicly Available Information can be delivered up to 14 days after the maturity date of the contract, provided the event itself took place while the contract was still in place.
say, the buyer was not able to buy the obligations in the marketplace, the contract usually allows for “fallback” settlement procedures, which are described in ISDA’s 2003 Credit Derivatives Definitions.

24.3 The Restructuring Debate

One of the most prominent documentation issues in the history of the credit derivatives market has evolved around the definition of restructuring as a credit event. The scope of the issues debated by market participants over the years has ranged from the very definition of restructuring to the question of whether restructuring should be included in the list of allowable credit events in the first place.

In the early days of the marketplace, restructuring was defined only in very broad terms in ISDA’s standard CDS documentation. Indeed, the then-prevailing definition, which had been adopted by ISDA back in 1991, characterized restructuring essentially as any change in the terms of the obligations of a reference entity that was “materially less favorable” to its creditors. The Asian crisis of 1997 and the Russian default of 1998 brought to light some of the problems with the subjectivity of the 1991 definition, and, in 1999, market participants adopted a new definition of structuring. That definition basically provided a narrower characterization of which circumstances would trigger the restructuring clause in CDS contracts. In particular, the 1999 ISDA definition characterized restructuring as:

- a reduction in the rate or amount of interest payable;
- a reduction in the amount of principal;
- a postponement of interest or principal payment;
- a change in the seniority of the debt instrument;
- a change in the currency composition of any payment.

In addition, market participants, through ISDA, adopted the condition that, for any of the above to constitute a restructuring event for the purposes of a CDS contract, they must result “directly or indirectly from a deterioration in the creditworthiness or financial condition of the reference entity.”

Rule (2001)[68] discusses the events that led up to the adoption of the 1999 definition of restructuring, as well as other important cases in the history of the marketplace, such as the Conseco restructuring episode in the United States, summarized below, and the National Power demerger case in the United Kingdom, which helped shape the successor provisions outlined in Section 24.1.1.1 of this book.
24.3.1 A Case in Point: Conseco

Conseco Inc. is an insurance and financial services company based in the United States. The company was facing a deteriorating financial outlook in the late 1990s and eventually lost access to the commercial paper market, a situation that led it to rely on its back-up lines of bank credit to repay maturing debt. In 2000, even though its business condition was showing some signs of improvement, Conseco’s lines of credit were fully utilized and about to become due. Conseco’s bankers agreed that it would not be able to repay the maturing bank loans and decided to restructure the loans, extending their maturity while charging a higher interest rate and obtaining some collateralization.

The loan restructuring helped Conseco remain solvent in 2000. Moreover, given the higher coupon and degree of collateralization on the restructured debt, the affected lenders were thought to have been at least partially compensated for the maturity extension. Yet, according to the 1999 definition of restructuring a qualifying restructuring event had taken place, and CDS contracts written on Conseco were consequently triggered.

The Conseco case helped expose one shortcoming associated with the 1999 definition of restructuring. Unlike an outright default or bankruptcy, where the market prices of the bonds and loans of the reference entity broadly converge regardless of their maturity, restructurings often affect the prices of bonds and loans of the reference entity differently. For instance, in Conseco’s case, the restructured loans were trading at a substantially smaller discount from their face value shortly after the triggering of the corresponding CDS contracts than were longer-dated senior unsecured bonds previously issued by Conseco. Yet, both the long-dated bonds and the loans were deliverable obligations under the terms of the contract!

As a result, some protection buyers in the CDS market that had made loans to Conseco were more than compensated for their restructuring-related losses regarding Conseco. They suffered a relatively small marked-to-market loss in the restructured loans, but that loss was more than offset by gains derived from their CDS positions, where they could deliver the cheaper longer-dated bonds, as opposed to the loans, and receive their full face value from their CDS counterparties.

To sum up, the 1999 definition of restructuring had the effect of giving protection buyers a potentially valuable cheapest-to-deliver option in their CDS positions. While protection sellers honored the letter of the CDS contracts written on Conseco and made good on their commitments under the contracts, many wondered whether the Conseco episode was consistent

---

8The company’s troubles were not fully resolved by the 2000 restructuring of its bank debt, however. In late 2002, Conseco filed for Chapter 11 bankruptcy protection. It emerged from its Chapter 11 reorganization process in September 2003.
with the spirit of a CDS agreement. Indeed, most market participants point to the Conseco case, as we do in this book, as a major catalyst of the debate that culminated with the adoption of a new set of provisions regarding restructuring in CDS contracts.

24.3.2 Modified Restructuring

The main thrust of the so-called modified restructuring provision of CDS contracts—which was introduced in the standard CDS documentation in an ISDA Restructuring Supplement adopted in 2001 and later incorporated into the 2003 Credit Derivatives Definitions—was to mitigate the cheapest-to-deliver problem that was at the heart of the Conseco case. Thus, without substantially changing the 1999 definition of restructuring as a credit event, the new provisions had mostly the effect of limiting the range of obligations that would become deliverable when a contract is triggered by a restructuring event. The new provisions also disallowed the applicability of the restructuring clause in cases where restructuring is limited to bilateral loans.

The motivation for the first set of main changes associated with modified restructuring—limiting the basket of deliverables in contracts triggered by restructuring—is very straightforward in light of the Conseco case. Indeed, modified restructuring works primarily by capping the maturity of obligations that are eligible to be delivered in the event of restructuring. As for the second main innovation brought about by modified restructuring—the bilateral-loan exclusion—its primary intent was to address potential “moral hazard” problems, whereby a lender may force the restructuring of a loan on which it bought protection and then attempt to gain from “exercising” any remaining cheapest-to-delivery option embedded in a CDS contract.

Remaining provisions of the modified restructuring clause sought to fine tune other issues related to restructuring as a credit event, including the transferability of any deliverable obligations and the treatment of changes in the seniority of an obligation in the reference entity’s capital structure.

24.3.3 A Bifurcated Market

Modified restructuring went a long way towards meeting the interests of both buyers and sellers in the CDS market. Many sellers, especially banks who count on the credit derivatives market to obtain regulatory capital relief, wanted the broadest possible default protection and thus preferred to keep restructuring in the list of allowable credit events. Protection sellers, on the other hand, wanted to minimize the cheapest-to-delivery problem, which, as we discuss below, introduces some tough valuation issues. The modified restructuring clause thus emerged as a compromise between these two positions.
Still, the restructuring debate is most likely not over. Indeed, some degree of bifurcation persists in the marketplace, with some contracts being negotiated with restructuring and some without. In addition, there are some variations in the standard contracts used in North American, Europe, and Asia when it comes to restructuring. For instance, in Europe, contracts typically allow for less stringent maturity limitations than in the United States.

24.4 Valuing the Restructuring Clause

A contract that provides protection, for instance, against restructuring, bankruptcy, and failure-to-pay events ought to cost more than one that provides protection only against the latter two. How much extra should a protection buyer have to pay to have restructuring added to the list of credit events? Drawing an analogy with the vast default risk literature, theory would suggest that the value of the restructuring clause should depend on the probability of a restructuring taking place. Unfortunately, however, there are no well-known models of restructuring probabilities so the analogy between modeling default and restructuring risks does not take us very far in terms of valuing the restructuring clause.

One simple approach to gauging the value of the restructuring clause is to compare premiums actually charged in CDS contracts that include restructuring to those that do not. Based on the limited amount of data generated since the modified structuring clause became part of the standard CDS documentation, some market participants have estimated that premiums that correspond to contracts with the modified restructuring clause are about 5 to 10 percent higher than premiums for contracts without restructuring.

24.4.1 Implications for Implied Survival Probabilities

In Chapter 16 we discussed a simple method for inferring risk-neutral probabilities of default from CDS premiums quoted in the marketplace. Suppose now that all that we have are premiums that correspond to contracts that include the modified restructuring clause, but that we are interested in the risk-neutral probabilities of an outright default over various horizons—where by outright default we mean events like bankruptcy and failure to pay. The discussion in the previous section suggests a simple two-step approach to computing those probabilities. First, we reduce the observed premiums by 5 to 10 percent in order to obtain a rough estimate of premiums that would prevail in the absence of the modified restructuring clause. Second, we follow the same method described in Section 16.1.

Table 24.1 shows the results of the two-step approach when applied to AZZ Bank, one of the hypothetical reference entities examined in
Chapter 16. Column 2 shows the CDS premiums quoted in the market place, which we are now assuming to be for contracts that include the modified restructuring clause. Column 3 shows CDS-implied survival probabilities based on the unadjusted (raw) quotes shown in column 2—these are the same probabilities shown in Table 16.2. Column 4 shows survival probabilities obtained from the two-step approach, where we reduced the premiums shown in column 2 by 10 percent. The results suggest that, at least for highly rated reference entities such as the one examined in this exercise, the survival probabilities based on the adjusted premiums differ very little from those based on the raw market quotes.

The differences between results derived from raw and restructuring-adjusted premiums—shown in the column labeled “bias”—would be bigger for lower-rated entities such as XYZ Corp., the other entity examined in Chapter 16. Still, the maximum absolute value of the bias for XYZ Corp. would amount to only minus 2.75 percentage points. We should also note that it is often the case that CDS contracts written on lower-rated entities tend not to include restructuring in the list of allowable credit events so the “restructuring bias” in derived survival probabilities is often not an issue for these reference entities.

### TABLE 24.1
CDS-implied Survival Probabilities and Modified Restructuring

<table>
<thead>
<tr>
<th>Horizon/Maturity</th>
<th>CDS premium (basis points)</th>
<th>Survival Probabilities</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>One year</td>
<td>29</td>
<td>99.42</td>
<td>99.48</td>
</tr>
<tr>
<td>Two years</td>
<td>39</td>
<td>98.45</td>
<td>98.60</td>
</tr>
<tr>
<td>Three years</td>
<td>46</td>
<td>97.26</td>
<td>97.53</td>
</tr>
<tr>
<td>Four years</td>
<td>52</td>
<td>95.88</td>
<td>96.29</td>
</tr>
<tr>
<td>Five years</td>
<td>57</td>
<td>94.37</td>
<td>94.92</td>
</tr>
</tbody>
</table>

Note. Assumed recovery rate: 50 percent. All probabilities shown are risk-neutral. All other assumptions are as in Table 16.1.
We mentioned in Section 3.2 that bank regulatory considerations spelled out in the 1988 Basel Bank Capital Accord—also known as the Basel I Accord—played an important role in the early days of the credit derivatives markets. In particular, banks’ use of credit derivatives was, at least initially, significantly motivated by the desire to better align the notion of regulatory capital—the share of risk-adjusted assets that bank regulators require to be set aside to support risk-taking activities—with that of economic capital—a prudent bank’s own estimate of the needed capital reserve. For instance, in that chapter we examined the case of a hypothetical bank that made a loan to a corporation and subsequently bought protection from an OECD bank in the CDS market in a contract that referenced that corporation. The protection-buying bank would essentially see its capital charge drop from 8 percent of the total exposure associated with the corporate loan to only 1.6 percent of the exposure, provided the bank could demonstrate to its regulators that the terms of the contract—maturity of the CDS vs. that of the loan, definition of credit events, etc.—effectively granted it appropriate protection against default-related losses on the loans.

The interplay between bank regulatory issues and banks’ usage of credit default swaps and related instruments has changed considerably since the formative days of the credit derivatives market, however. Not only have banks increased their use of credit derivatives for reasons other than just regulatory capital management, but the regulatory environment itself has also evolved. We discussed, in Chapter 3, banks’ other (non-regulatory-driven) uses of credit derivatives—such as applications to risk management and portfolio diversification. We will now take a quick look at the new
regulatory environment facing banks and examine its possible implications for the future development of the credit derivatives market.

Similar to the treatment of documentation considerations in Chapter 24, the coverage of regulatory issues provided in this chapter is of a very broad nature and thus does not constitute advice about what is permissible under current international accords or even under the banking laws of any single country.

25.1 The Basel II Capital Accord

In 1999, member countries of the Basel Committee on Banking Supervision formally started working on a new set of guidelines and standards for their national bank regulators and supervisors. That effort culminated with the New Basel Capital Accord—also known as the Basel II Accord. The Accord was finalized at the Basel Committee level in 2004, and the process now is largely in the hands of signatory countries, which have agreed to start implementing the terms of the new accord by the end of 2006. The process towards implementation will likely include further deliberation at the national level, and, possibly, additional fine-tuning in the language of the accord at the international level. As it was the case with Basel I, the Basel II Accord only provides a framework for the regulation of bank capital. Each national authority then has the discretion to adapt the accord’s stipulations to its own needs and reality.

A main drive behind the genesis of the Basel II Accord has been the need to strengthen the regulatory framework for large banking organizations, especially those that are active in the international markets, and, in the process, devise capital requirements that are more reflective of these organizations’ somewhat unique risk profiles. We say “unique” because, more so than their smaller cousins, large banking organizations have tended to rely on newer instruments and approaches, including credit derivatives, in measuring and managing risk. Many of these instruments either did not exist or were not widely used when Basel I was conceived and thus were not directly mentioned by the framers of that accord. In addition, the new Basel Accord seeks to address some of the limitations of its predecessor, 

---

1 The Basel Committee on Banking Supervision was established in 1974. Its members include representatives of central banks or other supervisory authorities from Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, the Netherlands, Spain, Sweden, Switzerland, the United Kingdom, and the United States. The committee has no supranational supervisory authority and its conclusions have no legal force. Its goals are to formulate and propose standards and guidelines to encourage and facilitate the adoption of best practices regarding bank regulation among member countries (see Federal Reserve Board (2003)) [27].
such as, as noted in Chapter 3, the lack of granularity in the way the original accord assigned risk weights to different categories of borrowers.

As we saw in Chapter 2, despite the phenomenal growth of the credit derivatives market, as well as the fact that banks are major users and dealers of credit derivatives, these instruments represent only a small portion of the total notional amount of derivatives at banks. Thus, it is both logical and natural that the scope and motivation for revamping the Basel I Accord goes well beyond issues directly related to the emergence of the credit derivatives market. Given the subject matter of this book, however, we shall highlight those aspects of the new accord that are most relevant for credit derivatives, especially credit default swaps. Towards the end of the chapter we provide a list of basic sources for readers interested in delving deeper into bank regulatory issues involving credit derivatives.

Similar to the 1988 Accord, the provisions of the Basel II Accord call for regulatory capital to be determined according to the credit risk associated with the range of debt instruments held by a bank. But the new accord is much more discriminating than its predecessor with regard to the credit quality of a banks’ debtors when it comes to determining the appropriate risk weights that go into the calculation of regulatory capital. The computation of regulatory capital is analogous to that devised under Basel I, in that it involves multiplying the product of the regulatory risk weight and the basic capital requirement of 8 percent by the notional exposure, as discussed in Chapter 3.

The new accord allows the risk weights to be based on either ratings provided by outside credit-rating agencies, such as Standard and Poor’s and Moody’s—the so-called standardized approach—or on two methods derived from banks’ own internal ratings systems—the so-called internal ratings-based approaches—provided, in the case of the latter, those systems have been explicitly approved by the bank regulator. National bank regulators are free to specify which risk weighting approach(es) are applicable to their jurisdiction and under which conditions.

Based on the standardized approach, Table 25.1 shows Basel II risk weights that correspond to sovereign, bank, and corporate (non-bank) borrowers. These weights stand in sharp contrast to the weighting scheme specified in the Basel I Accord—see Table 3.1 in Chapter 3 for a comparison. In particular, whereas the original accord made no distinction among corporate borrowers, and differentiated banks and sovereign borrowers only according to their OECD status, the new accord allows for a closer correspondence between regulatory risk weights and the credit quality of

---

2 Similar to the discussion of Basel I, in Chapter 3, we limit ourselves here to the regulatory treatment of obligations on banks’ banking books. The new accord also addresses requirements associated with obligations held on the trading book (see Basel Committee on Bank Regulation (2003)[1]).
TABLE 25.1
Risk Weights Specified in the Basle II Accord for Selected Obligors

<table>
<thead>
<tr>
<th>Obligor</th>
<th>AAA to AA−</th>
<th>A+ to A−</th>
<th>BBB+ to BBB−</th>
<th>BB+ to B−</th>
<th>Below B−</th>
<th>Unrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sovereign</td>
<td>0</td>
<td>20</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>Bank</td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td>Corporate</td>
<td>20</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>100</td>
</tr>
</tbody>
</table>

As specified in the April 2003 version of the Consultative Document on the New Basel Capital Accord (Basel Committee on Banking Supervision, 2003[1]). Weights shown are for the so-called standardized approach to weighting banking book exposures.

The Accord also provides for an alternative risk weighting of claims on banks. The alternative weights are based on the credit assessment of the country in which the bank is incorporated (see Basel Committee on Banking Supervision, 2003[1]).

obligors, a provision that helped narrow the gap that existed in the original accord between regulatory and economic capital. For instance, under Basel I, loans to corporations rated either AAA or B would be subject to the same regulatory risk weight of 100 percent, despite the fact that these corporations are nearly at opposite ends of the credit quality spectrum. In contrast, the Basel II Accord assigns risk weights of 20 and 100 percent to these obligors, respectively.

25.2 Basel II Risk Weights and Credit Derivatives

With regard to credit default swaps, the new accord generally allows protection-buying banks to continue to substitute the risk weight of the protection seller for that of the reference entity in instances where the bank is long an obligation of that entity and where the bank can demonstrate that effective protection has been bought. Thus, banks continue to have an incentive to seek regulatory capital relief in the credit derivatives market, but that incentive is arguably not as strong as under the Basel I provisions, given the closer alignment between Basel II risk weights and true economic risk.

One might be tempted to conclude that the closer alignment between regulatory and economic capital might lead banks to become less important users of credit derivatives. Yet, as we saw in Chapter 3, even before the
adoption of Basel II, banks’ use of such derivatives had been increasingly
driven by nonregulatory considerations, such as the need to manage credit
risk exposures in response to greater scrutiny by investors. Indeed, given
its closer correspondence between regulatory and economic capital, Basel
II may well end up reinforcing banks’ incentives to use credit derivatives
as a risk management tool.

Another implication of the greater granularity of the risk weighting
scheme of the Basel II Accord regards the attractiveness of non-banks as
potential sellers of protection to banks. Under Basel I, banks would be
granted no capital relief, say, for buying protection from an AA-rated
corporation in a credit default swap intended to hedge exposure to a
BBB-rated corporate reference entity. They would simply be replacing
exposure to one 100-percent risk-weighted obligor—the BBB-rated entity—
with another—the AA-rated protection seller. Under Basel II, however, this
same contract would result, assuming other regulatory conditions are met,
in a decrease in the corresponding regulatory risk weight from 100 percent
to 20 percent, a development that bodes well for the greater participation
of highly-rated nonbank entities as protection sellers in credit derivatives.
(A similar argument applies to highly rated non-OECD banks.)

On the whole, Basel II has multiple, and sometimes offsetting, impli-
cations for future developments in the credit derivatives market. On one
hand, banks’ incentives to use of credit derivatives purely as a regulatory
capital management tool may wane further. On the other hand, the new
accord is clearly intended to reinforce banks’ incentives to monitor closely
and manage their credit risk exposures, which could be accomplished with
greater use of instruments such as credit derivatives. Outside the banking
sector, the risk weighting provisions of the new accord may well promote
greater participation of other market players, such as highly-rated corpo-
rations, as sellers of protection, which may help facilitate the transfer of
credit risk from banks to other institutions.

25.3 Suggestions for Further Reading

A complete discussion of the full regulatory treatment of credit derivatives
under the Basel II Accord would go well beyond the scope of this book.
Indeed, we have omitted the discussion of several topics, such as the treat-
ment of basket swaps and synthetic securitization. In addition, the new
accord covers situations where the default protection bought in a credit
derivative contract only partially offsets a bank’s exposure to the reference
entity, such as is the case when the maturity of a loan to the reference
entity is longer than that of the corresponding credit default swap. Read-
ers interested in these and other related topics are encouraged to consult
the text of the accord itself, which can be downloaded from the Bank for International Settlements’ website (www.bis.org).

While the focus of this chapter has been on international bank regulatory standards as they relate to credit derivatives, we should once again remind the reader that the Basel II Accord, like its predecessor, only provides a general framework for national bank regulators in signatory countries. The implementation of the accord’s provisions varies from country to country according to local concerns and market characteristics. Moreover, credit derivatives have regulatory implications that go beyond the setting of capital requirements, and these too vary across national borders. The following is a partial list of national bank regulator websites, some of which provide further on-line information on issues related to credit derivatives in their respective jurisdictions:

- Australia: Australian Prudential Regulation Authority (www.apra.gov.au);
- Canada: Office of the Superintendent of Financial Institutions (www.osfi-bsif.gc.ca);
- France: Commission Bancaire (www.commission-bancaire.org);
- Germany: Budesanstalt fur Finanzdienstleistungsaufsicht (www.bafin.de);
- Ireland: Central Bank of Ireland and Financial Services Authority (www.centralbank.ie);
- Italy: Banca D’Italia (www.bancaditalia.it);
- Japan: Bank of Japan (www.boj.or.jp);
- Sweden: Swedish Financial Supervisory Authority (www.fi.se);
- United Kingdom: Financial Services Authority (www.fsa.gov.uk);
Appendix A
Basic Concepts from Bond Math

We briefly discuss in this appendix some of the basic bond and term-structure concepts featured in the book. Hull (2003)[41] provides further details on these concepts at the introductory level.

A.1 Zero-coupon Bonds

A zero-coupon bond, as its name suggests, is a bond that makes no coupon payments. Its yield comes from the fact that it is sold at a discount from its face value. For instance, a one-year zero-coupon bond initially sold for 95 cents on the dollar can be said to have an annual yield of 5.26 percent, or \((1 - .95)/.95\). Indeed, it is straightforward to see that, for this one-year bond:

\[
1 = .95(1 + 0.0526)
\]

i.e., the annual yield is the annual rate at which the price of the bond will have to grow so that it will converge to its face value at the maturity date of the bond. This is also called the yield-to-maturity of this bond.

The yield-to-maturity, \(Y_n\), of a \(n\)-year zero-coupon bond is likewise defined as the constant annual rate at which the bond’s price will have to grow so that the bond will be valued at par at maturity:

\[
\text{face value} = (1 + Y_n)^n \text{ price} \quad (A.1)
\]
A.2 Compounding

The zero-coupon yields discussed above assume annual compounding. If we were to compound twice per annum, the yield-to-maturity of the one-year zero-coupon bond considered above would be:

\[ Y_{1}^{(2)} = 2\left(1/(1.95)^{1/2} - 1\right) = 0.0520 \]

or 5.20 percent, where the above equation comes from the fact that \( Y_{1}^{(2)} \) is such that

\[ 1 = 0.95 \left(1 + \frac{Y_{1}^{(2)}}{2}\right)^{2} \]

For compounding \( j \) times per annum, the one-year yield is:

\[ Y_{1}^{(j)} = j\left(1/(1.95)^{1/j} - 1\right) \]

and, as \( j \) tends to infinity, we obtain the following expression for the yield to maturity:

\[ Y_{1}^{(\infty)} = -\log(0.95) = 0.05129 \]

which is the continuously compounded yield-to-maturity for the one-year bond.

Generalizing for \( n \)-year bonds, the yield-to-maturity with compounding \( j \) times per year is

\[ Y_{n}^{(j)} = j \left[\left(\frac{\text{face value}}{\text{price}}\right)^{1/(jn)} - 1\right] \quad (A.2) \]

and the continuously compounded yield is:

\[ Y_{n}^{(\infty)} = -\log \left(\frac{\text{price}}{\text{face value}}\right)/n \quad (A.3) \]

The last two equations trivially allow us to write the price of a zero-coupon bond in terms of its yield-to-maturity. With compounding \( j \) times per annum:

\[ \text{price of } n\text{-year bond} = \frac{\text{face value}}{\left(1 + \frac{Y_{n}^{(j)}}{j}\right)^{jn}} \quad (A.4) \]
and, with continuous compounding:

price of \( n \)-year bond = \([e^{-nY_n^\infty}] [\text{face value}]\) \hspace{1cm} (A.5)

A.3 Zero-coupon Bond Prices as Discount Factors

Zero-coupon bond prices can be thought of as discount factors that can be applied to future payments in order to express them in today’s dollars. For instance, the present value of $1 to be received in one-year’s time is, by definition, simply today’s price of a zero-coupon bond with a face value of $1.

If there is no chance that a given future payment will be missed (no default risk) then the receiver of that payment should discount it on the basis of the price of a zero-coupon bond that involves no credit risk. By the same token, future payments that are subject to default risk should be discounted with prices of zero-coupon bonds that are subject to comparable default risk. This is essentially what we do in equation (4.2) in the text, where we discounted the future cash flows of a corporate security using prices of zero-coupon bonds derived from the security issuer’s yield curve.

A.4 Coupon-paying Bonds

Consider a \( n \)-year bond that pays a fixed annual coupon \( C \) at dates \( T_1, T_2, \ldots, T_n \). In addition, the bond pays its face value \( F \) at its maturity date \( T_n \). The bond has no default risk. Given the discount-factor interpretation of zero-coupon bond prices, we can write:

\[
V(t, T_n) = \sum_{h=1}^{n} Z(t, T_h)C + Z(t, T_n)F
\]

where \( V(t, T_n) \) is the price of the coupon-paying bond, and \( Z(t, T_h) \) is the price of a riskless zero-coupon bond that pays $1 at date \( T_h \).

If the coupon-paying bond has some default risk, the discount factors should correspond to the prices of zero-coupon bonds issued by the same entity issuing the coupon-paying bond. Assuming that the bond has no recovery value upon default, we can write:

\[
V_0^d + M(t, T_n) = \sum_{h=1}^{n} Z_0^d(t, T_h)C + Z_0^d(t, T_n)F
\]
where $V^d(t, T_h)$ is the price of the defaultable coupon-paying bond, and $Z^d_0(t, T_h)$ is the price of a defaultable zero-coupon bond that promises to pay $1$ at date $T_h$. Thus, given the zero-coupon curve for a given issuer, we can price other debt instruments of that same issuer, as we do, for instance, in Chapter 11 when valuing principal-protected notes.

### A.5 Inferring Zero-coupon Yields from the Coupon Curve

Zero-coupon bonds with long maturities are rarely issued in practice. Instead, actual longer-dated bonds traded in the marketplace are of the coupon-paying variety. Using (A.7), however, we can back out the zero-coupon yields and prices embedded in an issuer’s coupon curve. To see how this can be done, we consider a simple numerical example for a hypothetical issuer. Table A.1 summarizes the main inputs. The table shows the “par” yield curve for the issuer, where by par we mean that the prices of the bonds shown are all equal to their face values, or, equivalently, that the yield-to-maturity of each bond is equal to its respective coupon rate. We show four bonds, with maturities ranging from one to four years, each with a face value of $1$ and a zero recovery rate.$^1$

The time-$t$ (today’s) price of the one-year zero-coupon bond associated with this issuer, which would be used to discount payments to be made in

---

$^1$In a more realistic setting, the issuer may not have outstanding bonds along the entire maturity spectrum, and one may need to resort to interpolation and smoothing methods. See, for instance, James and Webber (2000)[44] for a discussion of these methods.
one-year’s time, is simply the price of the first bond shown. Thus, given

\[ 1 = Z_0^d(t, t + 1)(1.02) \]

we have

\[ Z_0^d(t, t + 1) = 1/1.02 = 0.9804 \]

To derive the price of the two-year zero-coupon bond, recall that the price of the two-year coupon-paying bond can be written as

\[ 1 = Z_0^d(t, t + 1)0.022 + Z_0^d(t, t + 2)(1.022) \]

Thus

\[ Z_0^d(t, t + 2) = \frac{1 - Z_0^d(t, t + 1)0.022}{1.022} \]

where the value of \( Z_0^d(t, t + 1) \) was derived in the prior step.

For the three-year bond:

\[ 1 = Z_0^d(t, t + 1)0.025 + Z_0^d(t, t + 2)0.025 + Z_0^d(t, t + 3)(1.025) \]

and thus

\[ Z_0^d(t, t + 3) = \frac{1 - \sum_{h=1}^{2} Z_0^d(t, t + h)0.025}{1.025} \]

Generalizing, the price of a \( n \)-year zero-coupon bond can be written as a function of the prices of shorter-dated zeros and the coupon of a \( n \)-year coupon-paying bond sold by the same issuer:

\[ Z_0^d(t, t + n) = \frac{1 - \sum_{h=1}^{n-1} Z_0^d(t, t + h)C_n}{1 + C_n} \]

(A.8)

where \( C_n \) is the coupon payment of the \( n \)-year bond.

A.6 Forward Rates

A forward rate \( F(t, T_1, T_2) \) is the annual interest rate agreed upon in the marketplace at today’s date (time \( t \)) for lending and borrowing during a future period \([T_1, T_2]\), but involving no net cash outlay at time \( t \). One can obtain the fair value of \( F(t, T_1, T_2) \) entirely in terms of time-\( t \) prices of zero-coupon bonds. Consider the following simultaneous transactions at time \( t \):
• sell one zero-coupon bond that matures at time $T_1$;
• buy $\frac{Z(t, T_1)}{Z(t, T_2)}$ zero-coupon bonds that mature at time $T_2$.

Assume that the face value of the bonds is $1$. Note that this transaction results in no net cash flow at time $t$. Subsequent cash flows are as follows:

• Time $T_1$: Pay $1$ to the buyer of the $T_1$-bond sold at $t$;
• Time $T_2$: Receive $\left(\frac{Z(t, T_1)}{Z(t, T_2)}\right)$ from the issuer of the $T_2$-bonds bought at time $t$.

Thus we can see that the time-$t$ transaction involves no initial cost and is akin to contracting to lend $1$ at time $T_1$ in exchange for receiving $\frac{Z(t, T_1)}{Z(t, T_2)}$ at time $T_2$. The implicit interest payment in this forward loan is $\frac{Z(t, T_1)}{Z(t, T_2)} - 1$. As already noted, the annualized interest rate implicit in this forward loan, which we denote below as $F(t, T_1, T_2)$, is defined as the time-$t$ forward rate for the future time period $[T_1, T_2]$. For instance, in Chapter 4, we examine an example where the length of the future period is 6 months, $T_2 - T_1 = .5$ year, which corresponds to the following expression for $F(t, T_1, T_2)$:

$$F(t, T_1, T_2) = \frac{1}{T_2 - T_1} \left( \frac{Z(t, T_1)}{Z(t, T_2)} - 1 \right)$$  \hspace{1cm} (A.9)

Using equation (A.5), the time-$t$ continuously compounded forward rate for the future period $[T_1, T_2]$ is the rate $f(t, T_1, T_2)$ that solves the following equation:

$$e^{f(t, T_1, T_2)(T_2 - T_1)} = \frac{Z(t, T_1)}{Z(t, T_2)}$$

Thus:

$$f(t, T_1, T_2) = \frac{\log(Z(t, T_1)) - \log(Z(t, T_2))}{T_2 - T_1}$$  \hspace{1cm} (A.10)

### A.7 Forward Interest Rates and Bond Prices

The rate $f(t, T)$ such that

$$f(t, T) \equiv \lim_{\Delta T \to 0} \frac{\log(Z(t, T)) - \log(Z(t, T + \Delta T))}{\Delta T} = -\frac{\partial \log(Z(t, T))}{\partial T}$$  \hspace{1cm} (A.11)
is called the instantaneous continuously compounded forward rate. It can be thought of as the time-\( t \) interest rate that applies to the future period \([T, T + dt]\), where \( dt \) is an infinitesimal time increment.

Integrating both sides of equation (A.11), we obtain:

\[
Z(t, T) = e^{-\int_t^T f(t, v) \, dv} \quad \text{(A.12)}
\]

Given the definition of the continuously compounded yield to maturity as the rate \( R(t, T) \) such that \( Z(t, T) = e^{-R(t,T)(T-t)} \):

\[
R(t, T) = \frac{\int_t^T f(t, v) \, dv}{T - t} \quad \text{(A.13)}
\]

which says that the time-\( t \) yield-to-maturity on a zero-coupon bond can be thought of as the average of all time-\( t \) instantaneous forward rates that span the remaining life of the bond.
Appendix B
Basic Concepts from Statistics

This appendix provides a brief review of some key statistical concepts used in the text. We have skipped over some technical details and mathematical proofs involving these concepts. Bain and Engelhardt (1987)[5], Hogg and Tanis (1983)[39], and Grimmett and Stirzaker (1998)[36] provide a more complete coverage of the topics discussed herein.

B.1 Cumulative Distribution Function

The cumulative distribution function (c.d.f.) of a random variable $X$ is defined as

$$F(x) = \text{Prob}[X \leq x] \quad (B.1)$$

$F(x)$ is also commonly called the distribution function of $X$. We highlight two of its basic properties below:

- Because $F(x)$ is a probability: $0 \leq F(x) \leq 1$;
- $F(x)$ is a non-decreasing function of $x$, i.e., if $x_1 < x_2$ then if $X \leq x_1$ we also have $X \leq x_2$, and thus:

$$F(x_1) = \text{Prob}[X \leq x_1] \leq \text{Prob}[X \leq x_2] = F(x_2)$$
B.2 Probability Function

A random variable \( X \) is said to be discrete if it can only take on one of the discrete values \( x_1, x_2, x_3, \ldots \). If \( X \) is a discrete random variable:

\[
F(x) = \sum_{x_i \leq x} p(x_i)
\]  \hspace{1cm} (B.2)

where the sum is computed over all \( x_i \) such that \( x_i \leq x \), and where \( p(x) \) is called the probability function of \( X \).

The function \( p(x) \) assigns a probability to each one of the possible values of \( X \):

\[
p(x) = \text{Prob}[X = x] \quad x = x_1, x_2, \ldots
\]  \hspace{1cm} (B.3)

Note that, for \( p(x) \) to be a probability function, it must satisfy the following two properties:

\[
p(x_i) \geq 0 \quad \text{for all } x_i
\]

\[
\sum_{\text{all } x_i} p(x_i) = 1
\]

B.3 Probability Density Function

Let \( X \) be a continuous random variable, in that it can take any value, for instance, in the interval \([x_1, x_n]\). The c.d.f. of \( X \) can be written as:

\[
F(x) = \int_{-\infty}^{x} f(s)ds
\]  \hspace{1cm} (B.4)

where \( f(x) \) is called the probability density function (p.d.f.) of \( X \).

Similar to the probability function in the discrete case, a p.d.f. must satisfy the following conditions

\[
f(x) \geq 0 \quad \text{for all real } x
\]

\[
\int_{-\infty}^{\infty} f(x)dx = 1
\]

In the light of (B.4), it can be shown that:

\[
\text{Prob}[a \leq X \leq b] = F(b) - F(a) = \int_{a}^{b} f(x)dx
\]  \hspace{1cm} (B.5)
Because \( F(x) \) is a continuous function:

\[
\text{Prob}[X = a] = 0
\]

(B.6)

which is consistent with the basic result from classic calculus that \( \int_a^a f(x) \, dx = 0 \). Thus:

\[
\text{Prob}[a < X < b] = \text{Prob}[a < X \leq b] = \text{Prob}[a \leq X < b] = \text{Prob}[a \leq X \leq b]
\]

We also highlight the following useful relationship:

\[
\text{Prob}[x < X \leq x + dx] = F(x + dx) - F(x) \approx f(x)dx
\]

(B.7)

where the approximation error is negligible for sufficiently small values of \( dx \). Indeed, given (B.4), from classic calculus we know that, for values of \( x \) for which \( \frac{\partial F(x)}{\partial x} \) exists:

\[
\lim_{dx \to 0} \frac{F(x + ds) - F(x)}{dx} = \frac{\partial F(x)}{\partial x} = f(x)
\]

(B.8)

\[B.4 \text{ Expected Value and Variance}\]

The expected value of a discrete random variable is simply the probability-weighted average of all of its possible values. If the possible values of \( X \) are \( x_1, x_2, \ldots, x_n \), its expected value, \( E[X] \), is given by

\[
E[X] = \sum_{i=1}^{n} p(x_i)x_i
\]

(B.9)

where \( p(\cdot) \) is the probability function of \( X \).

The variance of \( X \) is likewise defined as

\[
V[X] = \sum_{i=1}^{n} p(x_i)(x_i - E[X])^2
\]

(B.10)

If \( X \) is a continuous random variable we have

\[
E[X] = \int_{-\infty}^{\infty} sf(s)ds
\]

(B.11)

and

\[
V[X] = \int_{-\infty}^{\infty} (s - E[X])^2 f(s)ds
\]

(B.12)
Note. The square root of the variance of \( X \) is called the standard deviation of \( X \).

### B.5 Bernoulli Trials and the Bernoulli Distribution

Throughout this book, we often deal with situations where a company can be in only one of two possible states at some given future date, default or survival, and where there are probabilities associated with each state. Statistically, one way to characterize such situations is through the concept of Bernoulli trials.

A Bernoulli trial is a random experiment that can result in only one of two possible outcomes—e.g., a given company will either default or survive. A sequence of independent Bernoulli trials is one where the probabilities associated with the two outcomes are the same from trial to trial.

Let \( X \) be a random variable associated with a Bernoulli trial. For instance:

\[
X = 1 \text{ if the company defaults and } X = 0 \text{ if it survives}
\]

If the probability of default is denoted as \( \omega \), the probability function of \( X \) can be written as

\[ p(x) = \omega^x (1 - \omega)^{1-x} \quad x = 0, 1 \quad (B.13) \]

and one can say that \( X \) has a Bernoulli distribution.

The expected value and variance of \( X \) are:

\[
E[X] = \sum_{x=0}^{1} x \omega^x (1 - \omega)^{1-x} = (1)\omega + (0)(1 - \omega) = \omega
\]

\[
V[X] = \sum_{x=0}^{1} (x - \omega)^2 \omega^x (1 - \omega)^{1-x} = \omega(1 - \omega)
\]

### B.6 The Binomial Distribution

Consider a sequence of \( n \) independent Bernoulli trials. For instance, given \( n \) corporate borrowers, each trial may involve either the default or survival of an individual borrower, where defaults among the \( n \) borrowers are mutually independent. Let the default probability for each borrower be denoted as \( \omega \).
Let $Y$ be the random variable that represents the number of defaults among the $n$ borrowers over a given period of time. The probability function of $Y$ is

$$b(y; n, \omega) = \frac{n!}{y!(n-y)!} \omega^y (1 - \omega)^{n-y} \quad (B.14)$$

where $y$ denotes the possible values of $Y$—$y = 0, 1, 2, \ldots, n$—and $Y$ is said to be binomially distributed.

The c.d.f. of the binomial distribution is

$$B(y; n, \omega) \equiv \text{Prob}[Y \leq y] = \sum_{s=0}^{y} b(s; n, \omega) \quad y = 0, 1, \ldots, n \quad (B.15)$$

which, continuing with our example, is the probability that at most $y$ companies will default over a given time horizon.

In Part IV we use the results just derived to examine expected default-related losses in an equally weighted homogeneous portfolio where defaults among the issuers represented in the portfolio are mutually independent. With default independence the question of how many issuers are likely to default or survive reduces to a sequence of independent Bernoulli trials, in which case the binomial distribution applies. Without default independence—for instance, a default by one company changes the default probabilities of the others—we cannot directly appeal to results based on the binomial distribution.

### B.7 The Poisson and Exponential Distributions

Most reduced-form models make use of the Poisson distribution to characterize the “arrival” process of defaults over time for a given borrower. For this borrower, let $X$ be the discrete random variable that corresponds to the number of defaults arriving (occurring) over a given continuous time interval. We assume that defaults occur randomly at the mean rate of $\lambda$ per year, with $\lambda > 0$.

From a credit risk modeling perspective, in most cases all that we care about is the first occurrence of default. Nonetheless, in some applications—such as when modeling defaults and corporate reorganizations—one may also be interested in the notion of second default, third default, etc.

---

1 We will measure time in terms of non-negative real numbers, with 0 denoting “the beginning of time” and time $t$ representing the present time. The unit of measurement will be years so that, for instance, $t = 1.25$ means that we are one and a quarter years away from the beginning of time.
If $X$ is Poisson distributed, the following conditions must be satisfied—see, for instance, Hogg and Tanis (1983)[39]:

1. the numbers of defaults occurring in nonoverlapping time intervals are independent;

2. the probability of exactly one default occurring during a short time interval of length $s$ is approximately $\lambda s$;

3. the probability of more than one default during a sufficiently short time period is essentially zero.

Assuming the above conditions are met, the probability function of $X$ can be shown to be:

$$
p(x; 1) \equiv \text{Prob}[x \text{ defaults in a one-year interval}] = \frac{\lambda^x e^{-\lambda}}{x!} \quad \text{for } x = 0, 1, 2, \ldots \quad (B.16)
$$

which, indeed, has the property, stated above, that the expected number of defaults during a time interval of one year is $\lambda$:

$$
E[X] = \sum_{x=0}^{\infty} x \frac{\lambda^x e^{-\lambda}}{x!} = \lambda \quad (B.17)
$$

The variance of $X$ can also be shown to be $\lambda$.

More generally, let us change the reference time interval to be $s$ years—where $s > 0$—so that, for instance, $s = \frac{1}{12}$ indicates a time interval of about a month. If the mean arrival rate of defaults for this borrower in a one-year interval is $\lambda$, then the mean arrival of defaults in a $s$-year interval is $\lambda s$. As a result, we can write:

$$
p(x; s) \equiv \text{Prob}[x \text{ defaults in a } s\text{-year interval}] = \frac{(\lambda s)^x e^{-\lambda s}}{x!} \quad \text{for } x = 0, 1, 2, \ldots \quad (B.18)
$$

provided, of course, conditions 1 through 3 are satisfied.

Thus, using time 0 as our vantage point, the unconditional probability that no default will take place during a time interval of length $s$ years is:

$$
p(0; s) \equiv \text{Prob}[0 \text{ defaults in a } s\text{-year interval}] = e^{-\lambda s} \quad (B.19)
$$
Similarly, the unconditional probability of exactly one default occurring during a time interval of length $s$ years is

$$p(1; s) = \lambda s e^{-\lambda s}$$

which, consistent with condition 2, is approximately $\lambda s$ for small $s$.

As discussed in Chapter 17, one concept that is of great interest in the pricing of credit derivatives is the expected time of first default by a given reference entity. Let $\tau$ denote the time of first default, which can be thought of as a continuous random variable with c.d.f. $\bar{G}(s)$. (Alternatively, $\tau$ can also be thought of as the “waiting time” until the first default, as seen from time 0.) Clearly, for $s < 0$, $\bar{G}(s) = 0$, given that a waiting time cannot be negative. For $s \geq 0$ we can write

$$\bar{G}(s) \equiv \text{Prob}[\tau \leq s] = 1 - \text{Prob}[\tau > s]$$

but note that $\text{Prob}[\tau > s]$ is simply the probability, as seen at time 0, that there will be no default by time $s$. This probability is given by equation (B.19). Thus, we can write:

$$\bar{g}(s) = \lambda e^{-\lambda s} \quad \text{(B.20)}$$

which can be thought of as the unconditional probability of a first default by time $s$.

The unconditional p.d.f. of $\tau$, defined as $\frac{\partial \bar{G}(s)}{\partial s}$, can be written as:

$$\bar{g}(s) = \lambda e^{-\lambda s} \quad \text{(B.21)}$$

Readers with some familiarity with statistics will recognize $\bar{g}(s)$ as the p.d.f. of an exponentially distributed random variable with mean $\frac{1}{\lambda}$ and variance $\frac{1}{\lambda^2}$. Thus, the time of first default is exponentially distributed when defaults occur according to a Poisson process.

The conditional probability of first default by time $s$, given no default through time $t$, for $s \geq t$, can be written as

$$G_t(s) \equiv \text{Prob}[\tau \leq s | \tau > t]$$

$$= 1 - \text{Prob}[\tau > s | \tau > t]$$

$$= 1 - \frac{\text{Prob}[\tau > s]}{\text{Prob}[\tau > t]}$$

$$= 1 - e^{-\lambda(s-t)} \quad \text{(B.22)}$$

where, to arrive at (B.22), we used the Bayes rule and equation (B.19).
The conditional p.d.f. of $\tau$, given no default through time $t$, is the function $g_t(s)$ such that

$$g_t(s) = e^{-\lambda(s-t)}\lambda \quad (B.23)$$

which is simply $\frac{\partial G_t(s)}{\partial s}$.

Armed with (B.23), we can, for instance, compute the expected time of the first default, conditional on no default through time $t$:

$$E[\tau | \tau > t] = \int_t^\infty s \ g_t(s)ds \quad (B.24)$$

which can be shown to be equal to $t + \frac{1}{\lambda}$.

### B.8 The Normal Distribution

If $X$ is a continuous random variable that is normally distributed with mean $\mu$ and variance $\sigma^2$, its p.d.f. is

$$f(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-[(x-\mu)/\sigma]^2/2} \quad (B.25)$$

and the normal c.d.f. is accordingly given by

$$F(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi\sigma}} e^{-[(s-\mu)/\sigma]^2/2}ds \quad (B.26)$$

If we define $Y \equiv \frac{X-\mu}{\sigma}$, then it can be shown that $Y$ is normally distributed with a mean of zero and a variance of one. $Y$ is commonly called the standardized value of $X$, and its density is referred to as the standard normal p.d.f.

$$n(y) = \frac{1}{\sqrt{2\pi}} e^{-y^2/2} \quad (B.27)$$

The standard normal c.d.f. is

$$N(y) = \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-s^2/2}ds \quad (B.28)$$

which is used extensively in this book, especially in discussion of structural credit risk models in Part III and in the treatment of portfolio credit risk issues in Part IV.
A key result regarding the normal distribution is that

\[ F(x; \mu, \sigma) = N\left( \frac{x - \mu}{\sigma} \right) = N(y) \]  

so one can rely exclusively on \( N(.) \) when handling normally distributed variables. This is especially convenient because there is no analytical formula for the normal c.d.f., and one often has to rely on tabulated values. In addition, most statistical and mathematical software have embedded functions to generate values of \( N(.) \) for any given \( y \). Alternatively, Hull (2003)[41] provides a simple approximation that is very accurate.

A useful property of the standard normal distribution, and one that we rely upon in Part IV, is that of symmetry. By symmetry we mean that the standard normal p.d.f. is such that for any real number \( y \):

\[ n(y) = n(-y) \]  

which can be shown mathematically, or verified visually if one recalls that \( n(.) \) has a bell-shape and is perfectly symmetric around its mean of zero. It can also be shown that, again for any real number \( y \):

\[ N(-y) = 1 - N(y) \]  

a result that we use in the derivation of the loss distribution of a large homogeneous portfolio in Chapter 19.

### B.9 The Lognormal Distribution

If \( X \) is normally distributed, with mean \( \mu \) and variance \( \sigma^2 \), then \( Y \equiv e^X \) is lognormally distributed. The p.d.f. of \( Y \) is

\[ f(y) = \frac{1}{\sqrt{2\pi\sigma y}} e^{-(\log(y) - \mu)^2/(2\sigma^2)} \quad \text{for } y > 0 \]  

The distribution of \( Y \) is called lognormal because, given \( Y = e^X \) and the fact that \( X \) is normally distributed, \( \log(Y) \) is itself normally distributed with mean \( \mu \) and variance \( \sigma^2 \).

The lognormal c.d.f. can be expressed in terms of the normal c.d.f. In particular, given that \( \log(Y) \) is an increasing function of \( Y \), it can be shown that

\[ F(y) \equiv \text{Prob}[Y \leq y] = \text{Prob}[\log(Y) \leq \log(y)] \]
but the term on the right-hand side of the above equation can be rewritten as Prob\[X \leq \log(y)\], and thus:

\[
F(y) = N\left(\frac{\log(y) - \mu}{\sigma}\right) \tag{B.33}
\]

The mean and variance of \(Y\) are:

\[
E[Y] = e^{\mu + \sigma^2/2} \tag{B.34}
\]

\[
V[Y] = e^{2(\mu + \sigma^2)} - e^{2\mu + \sigma^2} \tag{B.35}
\]

We use the lognormal distribution in Chapters 17 and 18 when discussing structural models of credit risk and in the valuation of credit options, respectively. Lognormality of the value of individual firms is also an important assumption in the basic portfolio credit risk model discussed in Part IV.

### B.10 Joint Probability Distributions

The joint probability function of the discrete random variables \(X_1, X_2, \ldots, X_n\) is defined as the function \(f(.)\) such that

\[
f(x_1, x_2, \ldots, x_n) = \text{Prob}[X_1 = x_1, X_2 = x_2, \ldots, X_3 = x_3] \tag{B.36}
\]

for all possible values \(x_1, x_2, \ldots, x_n\) of \(X_1, X_2, \ldots, X_n\). In words, \(f(x_1, x_2, \ldots, x_n)\) is the probability that \(X_1 = x_1\) and \(X_2 = x_2, \ldots,\) and \(X_n = x_n\).

The joint c.d.f. of these \(X_i\)s is the function \(F(.)\) such that

\[
F(x_1, x_2, \ldots, x_n) = \text{Prob}[X_1 \leq x_1, X_2 \leq x_2, \ldots, X_n \leq x_n] \tag{B.37}
\]

i.e., \(F(x_1, \ldots, x_n)\) is the probability that \(X_1 \leq x_1,\) and \(X_2 \leq x_2, \ldots,\) and \(X_n \leq x_n\).

The joint p.d.f. of the continuous random variables \(Y_1, Y_2, \ldots, Y_n\) is the function \(g(.)\) such that the joint c.d.f. \(G(.)\) can be written as

\[
G(y_1, y_2, \ldots, y_n) = \int_{-\infty}^{y_n} \cdots \int_{-\infty}^{y_2} \int_{-\infty}^{y_1} g(s_1, s_2, \ldots, s_n)ds_1ds_2\ldots ds_n \tag{B.38}
\]

for all possible values of \(y_1, y_2, \ldots, y_n\).
**B.11 Independence**

The random variables \(Y_1, Y_2, \ldots, Y_n\) are independent if and only if one of the following holds:

\[
G(y_1, y_2, \ldots, y_n) = G_1(y_1)G_2(y_2)\cdots G_n(y_n) \quad \text{(B.39)}
\]

\[
g(y_1, y_2, \ldots, y_n) = g_1(y_1)g_2(y_2)\cdots g_n(y_n) \quad \text{(B.40)}
\]

where \(G_i(y_i)\) and \(g_i(y_i)\) are the c.d.f. and p.d.f., respectively, of \(Y_i\). (This definition applies to both discrete and continuous random variables.)

A closely related concept is that of serial independence. For instance, if \(R\) is a random variable that changes its value over time, \(R\) is serially independent if \(R_t\), the value of \(R\) at time \(t\), is independent of \(R_s\), its value at time \(s\), for \(s\) different from \(t\).

Note: For normally distributed variables, events that are uncorrelated are also independent and vice versa. For such variables, the terms uncorrelation and independence can generally be used interchangeably.

**B.12 The Bivariate Normal Distribution**

If \(X_1\) and \(X_2\) are two normally distributed random variables with means \(\mu_1\) and \(\mu_2\) and variances \(\sigma_1\) and \(\sigma_2\), respectively, and \(\rho\) is the correlation coefficient of \(X_1\) and \(X_2\), then the joint distribution of \(X_1\) and \(X_2\) is bivariate normal.

The bivariate normal p.d.f. is

\[
n_2(x_1, x_2, \rho) = \frac{1}{2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2}} \times e^{-\frac{1}{2(1-\rho^2)} \left[ \left( \frac{x_1-\mu_1}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1-\mu_1}{\sigma_1} \right) \left( \frac{x_2-\mu_2}{\sigma_2} \right) + \left( \frac{x_2-\mu_2}{\sigma_2} \right)^2 \right]} \quad \text{(B.41)}
\]

and the bivariate normal c.d.f. has the usual definition

\[
N_2(x_1, x_2, \rho) = \int_{-\infty}^{x_2} \int_{-\infty}^{x_1} n_2(s_1, s_2, \rho)ds_1ds_2 \quad \text{(B.42)}
\]

Similar to the univariate normal, there is no analytical formula for the bivariate c.d.f. Hull (2003)[41] describes a numerical approximation that is reasonably accurate.

We use the bivariate normal distribution in Chapter 19, in the treatment of default correlation, in Chapter 21, when discussing premiums on portfolio default swaps, and in Chapter 23, in the valuation of credit default swaps that are subject to counterparty credit risk.
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